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Abstract: Chinese FrameNet (CFN) is a scenario commonsense knowledge base (CKB) that plays an important role in research on
Chinese language understanding. It is based on the theory of frame semantics and English FrameNet (FN). The CFN knowledge base
contains a wealth of scenario commonsense knowledge, including frames, frame elements, and frame relations, as well as annotated in-
stances with rich scenario-related labels on Chinese sentences and discourses. In this paper, we conduct a comprehensive overview of
CFN from a commonsense perspective, covering topics such as scenario commonsense representation, CFN resources, and its applica-
tions. We also summarize recent breakthroughs and identify future research directions. First, we introduce the concept of scenario com-
monsense, including its definitions, examples, and representation methods, with a focus on the relationship between scenario common-
sense and the frame concept in CFN. In addition, we provide a comprehensive overview of CFN resources and their applications, high-
lighting the newly proposed frame-based discourse representation and a human-machine collaboration framework for expanding the
CFN corpus. Furthermore, we explore emerging topics such as expanding the CFN resource, improving the interpretability of machine
reading comprehension, and using scenario CKBs for text generation.
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1 Introduction

Commonsense knowledge is an essential resource for
artificial intelligence and has received significant atten-
tion in recent years. There is a growing belief that a ro-
bust intelligent system must possess rich commonsense
knowledge and the ability to reason. For example, a com-
puter vision model may incorrectly classify a bird as a
bear without the commonsense that a bear on a branch is
an uncommon occurrencelll, and it is difficult for a ma-
chine to accurately describe the visual relationship, such
as we ski with legs, if it lacks commonsense knowledgel2.
Similarly, machine translation can be easily confused by
subtle distinctions, such as quick food VS. fast food,
without linguistic commonsensel3l. The well-known pre-
trained language models in natural language processing
are also prone to confusion with modifications such as
add, del, sub and swap without understanding common-
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sense knowledgel4. In short, if machines can effectively in-
tegrate commonsense, they will be more robust in open
and dynamic environments and perform better in many
applications, such as machine translationl, dialogue sys-
tems[®-8], and automatic drivingl®l.

Commonsense is prevalent in the real world and hu-
man society, but there is no strict and unified definition
in the literature. Generally, commonsense is considered to
be the basic level of practical knowledge and judgment
that we all need to live in a reasonable and safe way!l.
While it is broad in nature, the acquisition and use of
commonsense remains a challenging and unsolved prob-
lem in artificial intelligence due to its subtle and implicit
nature. For instance, some commonsense frequently ap-
pears in one modality but rarely in another. Vedantam et
al.l% found that “squirrels wanting nuts” is frequently
mentioned in texts, while “squirrels looking at nuts” is
rarely mentioned in pictures. Additionally, Sap et al.lll]
demonstrated the implicit nature of commonsense
through a natural language example: We all know that
the food inside the fridge might go bad if we keep the
door open, but we do not explicitly say it.

Researchers have made numerous efforts to build com-

1 https://dictionary.cambridge.org/dictionary/english-chinese-

simplified /common-sense
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monsense knowledge bases (CKBs), such as Cycl'Z, Con-
ceptNetll3l, ATOMICI, and HowNetl!5, etc. These
knowledge bases describe various types of commonsense
knowledge, such as attribute commonsensell®l, temporal
and spatial commonsensel!” 18, social commonsensell9: 20],
physical commonsense2l: 221, and causal commonsensel23],
and they are represented in different forms, such as “if-
then” in ATOMIC and triples (head,relation,tail) in
ConceptNet. Specifically, “frame” is an important repres-
entation form for a specific type of commonsense know-
ledge called scenario commonsense, which describes the
motivating situation occurring against a background of
knowledge and experiencel?4. For a specific scenario, it
must include certain elements closely associated with the
scenario.

For example, Fig.1 shows a scenario (commercial
event) in the mall, including two sub-scenarios inside
such as “commerce money transfer” and “commerce
goods transfer”. The elements in these two scenarios in-
clude the buyer, who is interested in goods, the seller,
who is interested in money, the goods that the buyer can
acquire from the seller, and the money that the seller ac-
quires from the buyer. It is worth noting that the “com-
merce money transfer” scenario places more emphasis on
money, while the other scenario places more emphasis on
goods.

Chinese FrameNet (CFN) is a scenario commonsense
knowledge base that was developed using the frame se-
mantics theory and modeled after the English FrameNet
(FN). It provides a structured representation of scenario-
based commonsense knowledge in Chinese, using the
frame to represent the scenario commonsense knowledge
in a way that is easy for humans to understand. More im-
portantly, it is a valuable resource for natural language
understanding tasks and applications, as it contains a
wealth of scenario commonsense knowledge represented
by frames, frame elements, frame relations, and lexical
units (LUs), as well as annotated instances with detailed
scenario-related labels on Chinese sentences and dis-
courses.

According to Fillmore's frame semantics theoryl2420]
humans understand the meaning of language by activat-
ing scenarios, known as frames, in their minds. These
frames are formed through repeated experiences of real-
world events and serve as conceptual structures in the
brain. Frame semantics uses the concept of “frames”,
“schemas” and “scenarios” to connect language with the
objective world, with the idea that people have a mental
inventory of structures for organizing, classifying, and in-
terpreting experiences(?®l. This notion is important in lin-
guistics, cognitive psychology, and artificial intelligence.

Over the past two decades, scenario commonsense
knowledge bases such as FN and CFN have been continu-
ally expanded, and many scenario commonsense-based
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natural language understanding (NLU) tasks such as
frame disambiguation, frame semantic role labeling, and
null instantiation recognition have shown significant pro-
gress. These advances have also led to the development of
various applications of natural language understanding,
such as machine reading comprehension and text sum-
marization. This paper presents a comprehensive over-
view of CFN from a commonsense perspective. The main
contributions of this paper are as follows.

New perspectives and insights. This is the first
time to introduce CFN from a commonsense perspective,
and a new concept, i.e., the scenario commonsense, is
presented in the paper. Moreover, we also clarify the rela-
tions between scenario commonsense and CFN.

Comprehensive introduction. We present a com-
prehensive overview of CFN resources and their applica-
tions, highlighting the newly proposed frame-based dis-
course representation and a human-machine collabora-
tion framework for expanding the CFN corpus.

Fully comparison. This paper fully compares and
analyses the differences and similarities between CFN and
other existing commonsense knowledge bases, providing a
comprehensive summary of CFN and its relation to these
other commonsense knowledge bases.

Wide coverage on researching developments.
This paper widely investigates the research progress and
advancements in scenario commonsense-based natural
language understanding tasks, including frame semantic
parsing and relevant applications.

Challenges and future directions. We also dis-
cuss potential future challenges and outline potential re-
search directions on the scenario CKB CFN.

The remainder of this paper is organized as follows: In
Section 2, we introduce the concept of scenario common-
sense and its representation. Section 3 provides a compre-
hensive overview of CFN resources, highlighting the
frame-based discourse representation and the method for
expanding the CFN corpus. In Section 4, we investigate
the research developments of technologies for scenario
CKB-based semantic parsing and their applications. Fi-
nally, we present our conclusion and discuss some future
challenges and research directions in Section 5.

2 Scenario commonsense

2.1 What is scenario commonsense

Scenario commonsense refers to the knowledge that
people have about the everyday situations and events
that they encounter. It is the understanding that people
have about a particular scenario, which includes certain
elements that are specific to that scenario. As shown in
Fig.1, there are two scenarios depicted by blocks: the
“commerce money transfer” scenario and the “commerce
goods transfer” scenario. The “commerce money transfer”
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[Commerce money transfer]

The commerce_money_transfer scenario summarizes the activities involved in the buyer paying money to

the seller and the seller collecting money from the buyer.

The commerce_goods_transfer scenario summarizes the activities involved in the buyer purchasing goods

from the seller and the seller selling goods to the buyer.

What is scenario
commonsense?

During currency transfers,
1) The buyer exists;

2) The seller exists;

3) Currency exists;

5) Goods exist;

4) Traders exist;

6) The transfer occurs at a certain time;
7) The transfer occurs in a certain place;

During goods transfer,
1) The seller exists;

2) The buyer exists;
3) Goods exist;

4) Currency exists;

5) Traders exist;

6) The transfer occurs at a certain time;
7) The transfer occurs in a certain place;

Fig.1 Examples of scenario commonsense, i.e., scenario “commerce_money_transfer” and scenario “commerce goods_transfer”. Notice
that the block on the left is a money transaction, and the right is a goods transaction.

scenario represents the currency transactions that take
place in people’s daily lives and typically includes neces-
sary participants such as the buyer, seller, goods, and
price. These elements are all part of the scenario com-
monsense to “commerce money transfer”. Similarly, the
“commerce goods transfer” scenario includes its specific
participants. Additionally, there is a commonsense rela-
tion between the two scenarios: If a goods transaction
scenario (“commerce goods transfer”) occurs, the cur-
rency transaction scenario (“commerce money transfer”)
will also occur.

According to Zang's theory[2”, commonsense typically
has six fundamental characteristics: shareability, funda-
mentality, implicitness, large scale, openness, and default.
The scenario commonsense fully aligns with these charac-
teristics as follows:

Shareability. Scenario commonsense knowledge is
possessed and shared by all people. For example, every-
one knows that the scenario “commerce goods transfer”
typically includes elements such as a buyer, seller, goods,
and price.

Fundamentality. Scenario commonsense knowledge
is so fundamental to people’s understanding of the world
that it is taken for granted.

Implicitness. Scenario commonsense knowledge is of-
ten not explicitly discussed because it is widely under-
stood. For example, the knowledge, the “commerce
money transfer” scenario involving the participation of
both the buyer and the seller, is also widely understood
without specialized discussion.

Large scale. Scenario commonsense knowledge ex-
ists in large-scale and massive textual data and encom-
passes a wide range of aspects, including objects, events,
states, behaviors, changes, people's feelings, and percep-
tions.

Openness. Scenario commonsense pertains to all as-

pects of daily life, rather than being limited to a specific
domain.

Default. In general, people assume that scenario
knowledge is correct in their daily life by default.

2.2 Frame-based
representation

scenario commonsense

For a specific scenario, a certain number of parti-
cipants are needed to express its meaning. For example,
the participants (buyer, seller, goods, and money) in the
scenario “commerce money transfer” are essential to un-
derstand the situation. Meanwhile, related scenarios such
as “commerce_goods_transfer” and “waiting” may ap-
pear alongside “commerce goods transfer”. As shown in
Fig.2, when people buy goods, the scenario “commerce
goods transfer” occurs, and then the buyer must pay for
the goods. This results in the scenario “commerce
money_transfer” occurring alongside “commerce goo-
ds_transfer”, and the scenario “waiting” may also occur
because people in line must wait for the front buyers to
make their payments. Additionally, a scenario may be as-
sociated with certain words, such as the word “transac-
tion” expressing the scenario “commerce transaction”.
These words are referred to as LUs in the scenarios.

For scenario representation, the concept “frame” is
proposed in Fillmore's frame semantic theory, which rep-
resents the schematic scenarios stored in human experi-
ence and related to some motivating scenes occurring in
daily life. In formal terms, a scenario can be understood
as a “frame” in Fillmore's frame semantic theory. It con-
sists of its definition, frame elements, frame relations, and
lexical units, which can be represented by a compound 4-
tuple,

F= (d,E,RU) (1)
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[Scenario 0]

Commercial_transaction

i Subframe

Commerce_goods
rrrrrrrrrrr transfer----

Coramerce_money

Commerce
_pay

Perspective_on

Commerce | | Commerce
_buy _sell

Description:
Scenario 0: Customers and cashiers exchanging money and goods in a mall.

Scenario 1: A man in a blue coat a currency tr ion after purchasing goods.

Scenario 2: The owner of a fruit stall is selling fruit to customers.

Scenario 3: A man in a blue coat pays the cashier with cash for grapes, chocolate, wine, honey, and
other goods he bought.

Scenario 4: A woman in a light yellow coat collects money from the man in the blue coat.

Scenario 5: A man in a light yellow coat is purchasing fruit at the fruit stall.

Scenario 6: A woman in a light yellow coat is selling fruit.

Scenario 7: A man in a navy coat is pushing a shopping cart and waiting to pay.

Scenario 8: Two women chatting while waiting to buy fruit.

(a) Commercial transaction scenarios in a mall

(b) Representation using CFN

Fig. 2 An example of commercial transaction scenarios in a mall and mapping representation of these scenarios

where d represents the frame definition; E represents the
set of frame roles, each of which is denoted as e € FE
with |E| = K; R represents the set of frame relations
between the current frame and other relevant frames,
with each element R; € R being a 3-tuple (fi, i, f;) that
denotes the relation r; between frames f; and f;, and |R| =
L; finally, U represents the set of lexical units.

Overall, a scenario represents a category of cognitive
concepts, while a frame is a concrete and structured rep-
resentation of a scenario. Based on this formalized frame
representation, many scenario-based knowledge bases
have been constructed for different languages, such as
English FrameNet, Chinese FrameNet, Brazilian FrameN-
et, and Spanish FrameNet, among others.

3 CFN: An example of Chinese scenario
CKB

3.1 CFN overview

CFN2 is a Chinese scenario CKB constructed based on
Fillmore's theory of frame semantics and according to
FN. Fig.3 provides an overview of the CFN resource,
which contains the frame base, sentence base, and dis-
course base. The frame base is what we refer to as a scen-
ario-based knowledge base, while the sentence and dis-
course bases are annotated corpora based on the frame
base. Their goal is to provide a valuable data foundation
for frame-based natural language understanding tasks or
applications in Chinese. Currently, CFN has constructed
1 327 frames, 11 567 roles, and 21 288 LUs, with an aver-
age of 8.7 frame elements and 16 LUs per frame.

The frame and sentence bases are built mainly based
on FN, as shown in Figs.4 and 5, which provide ex-
amples of a frame in the CFN frame base and a sentence
annotation example based on the frame. Similar to FN,

2 Some resource is available through http://www.cfn-lab.com
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each frame in the CFN frame base is also composed of a
frame definition, frame roles, lexical units, and frame re-
lations; each sentence in the sentence base is also annot-
ated with information related to the frame.

In addition to the frame and sentence bases, which are
constructed based on the FN, the CFN has also de-
veloped a new frame-based representation method for dis-
course, and proposed a human-machine collaborative
framework for expanding the corpus. These develop-
ments improve the knowledge-based language semantic
representation and provide an important solution for con-
structing a large-scale, high-quality corpus. In this sec-
tion, we will focus on introducing these two aspects in the
following subsections.

3.2 Frame-based discourse representation

As we all know, FN has frame-based full-text annota-
tion?8] but it remains at the sentence level and lacks ef-
fective semantic organization between frames and sen-
tences, making it difficult to represent discourse-level se-
mantics. To solve this problem, CFN has created a new
discourse representation model called frame-based dis-
course treel??), which not only takes into account the
frames involved in each sentence, but also incorporates
coherence relationships in Chinese to facilitate discourse
organization. This allows for frame representation at both
the sentence and discourse levels.

Xu's discourse theoryl30 posits that discourse-level se-
mantic structures are formed through the continual or-
ganization of smaller semantic units into larger ones.
Drawing inspiration from this theory, CFN proposes a
frame-based approach to organizing the semantics of
Chinese discourse: Frames are first taken as the most ba-
sic semantic units, and are then combined according to
discourse relationships to form larger semantic scenarios.
These scenarios are then further combined with adjacent
ones to create a hierarchical tree of discourse semantic
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Fig. 3 Chinese FrameNet resources consist of three resource bases: the frame base, sentence base, and discourse base. Frame base is a
scenario commonsense knowledge base that contains various frame-based scenarios. The sentence and discourse bases are annotated

corpora that are based on the frame base.

[Frame: Commercial_transaction ]

2
Definition: It describes basic commercial transactions involving

a buyer and a seller who exchange money and goods.
.

(Frame Elements:

* Buyer. The buyer wants the goods and offers money to a seller
in exchange for them.

* Money. The money is the thing given in exchange for goods
in a transaction.

-

LUs: Transaction. n

F-to-F Relations:

 Inherits from: Reciprocality (frame R for short)

* Subframe of: Commerce_scenario (frame C for short)

This indicates that there is an inheritance relation between current
frame and frame R, and it is a subframe of frame C.

Fig.4 Frame “Commercial_transaction” contains frame defi-
nition, frame roles, LUs, and frame relations.

structures that describes a complete discourse semantic

scenario. Specifically, the frame-based discourse tree in-

Motivating
frame

| + 3
Raw sentence h in ponds_can not_swjim_far,
| i
| I
Syntactic function subj ) prd [ comp)| |
|
i 1 [
Annotation of Phrase type I)“ i
target fly } }
Semantic role thm tgt )| manr } 1
)
Semantic board [ Core semantic ( Margin semantic )

Raw sentence

Syntactic function comp

Annotation of

! Phra: &
target swim 50 type =
! Semantic role | 1 (_thm g [moar
| ! 5 3 n I
! Semantic board Margin semantic Core semantic !

Fig.5 A frame-based representation of a Chinese sentence.
Note that due to different core semantics of concern, a sentence
may need to annotate repeatedly.

cludes primary discourse unit (PDU), first discourse unit
(FDU), and second discourse unit (SDU).

1) Primary discourse unit is a basic semantic unit,
which can be separated by a comma, semicolon, colon,
etc.

2) First discourse unit is composed of PDUs with
frame evoked and adjacent PDUs without frame evoked.

3) Second discourse unit is a high-level semantic unit,
which can be separated by a period, exclamation and
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question mark, etc.

As shown in the bottom left of Fig.3, a discourse in
the knowledge base is composed of multiple second-level
discourse units, which are made up of multiple first-level
discourse units. These first-level units are composed of
several basic frame units. For a more in-depth under-
standing of the organizational structure of discourse, refer
to literature [29].

In addition, to depict the relationships between se-
mantic units in the frame-based discourse tree, CFN in-
troduces the relationships used to describe the relation-
ships between sentences in Modern Chinesel3!, and estab-
lishes a three-level representation structure of discourse
relationships. The first level adopts the relationships from
Modern Chinese that describes the semantic equality
between discourse units: the conjunction relationship and
the partial positive relationship. In the second level of
discourse relationships, the conjunction relationship and
the partial positive relationship are further refined into 5
and 6 types, respectively. In the third level of discourse
relationships, some of the discourse relationships in the
second level are further divided. See Fig. 6 for details.

3.3 Human-machine collaborative corpus
expansion

CFN has a variety of frame types with varying se-
mantic labels, making it difficult to build large-scale re-
sources efficiently and with high quality. To address this
challenge, we propose a corpus annotation framework
that leverages human-machine collaboration. This frame-
work utilizes active learning techniques to identify high-
quality samples, and combines human and machine ef-
forts to improve the efficiency of the annotation process
at each stage. Using this framework, we are able to more
efficiently build large-scale CFN resources and ensure a
higher quality annotated corpus.

As illustrated in Fig.7, CFN expands the corpus us-
ing a three-step semi-automatic annotation process con-
sisting of retrieval-based target identification, knowledge-
guided frame identification, and active learning-based se-
mantics role labeling. This forms a pipeline method for
Chinese corpus expansion. Additionally, before starting
the annotation work, we prepare an annotation guideline
that includes the annotation standard, training tutorial
system, annotated examples, frequently asked questions
(FAQ), and other relevant information. We then invite
graduate students from our group to participate in the
annotation work. To ensure high-quality and consistent
annotations, we use the results of consistent annotation
as the final annotated sentence instances and require an-
notators to discuss and record any differences in their an-
notations.

Retrieval-based target identification. To im-
prove our corpus annotation framework, we have invited
linguistic experts to construct a large new lexicon for
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Chinese that maps to existing frames. For example, the
frame “Commercial_transaction” can be evoked by the
word “transaction” (see Fig.4). We use these words from
the lexicon as a retrieval base to identify target words
that can evoke frames in sentences. To expand the lex-
icon, we collect corpora from various sources, such as the
CCL corpus?, China Gaokao Chinese, and China People's
Daily. Additionally, we update the lexicon with lexical
units mapped to frames from FrameNet 1.5 and 1.7. By
building a comprehensive and up-to-date lexicon, we can
improve the effectiveness of our corpus annotation frame-
work.

Knowledge-guided frame identification. To ad-
dress the issue that traditional methods often lack suffi-
cient knowledge to accurately identify frames, we have
developed a knowledge-guided frame identification meth-
0dB2, This method introduces three types of frame know-
ledge, i.e., frame definitions, frame elements and frame re-
lations. For example, the key information to distinguish
“Activity stop” and “Process stop” exists in their frame
definitions. Besides, frame elements and frame relation
are essential to frame identification since frame know-
ledge defined by linguists can rich frame semantic inform-
ation potentially. We incorporate these frame knowledge
into frame representation which guides models to learn
the representation of target words and frames in the same
embedding space.

Based on the results of target and frame identifica-
tion, our annotators select the correct result from mul-
tiple identification options. Additionally, the data that
machines identify incorrectly will be retained to improve
the training of our models. This allows us to ensure high-
quality annotations and improve the performance of our
models over time.

Active learning based semantics role labeling.
Frame semantics role labeling can be performed using
either manual or automated annotation methods. To gen-
erate high-quality data, sentences with consistent annota-
tions are stored in the annotated sentence base, while
those with inconsistent annotations are returned to the
unannotated sentence base for further review. To im-
prove the effectiveness of the annotation process, we com-
bine active learning33 techniques with our frame se-
mantics role labeling approach. This allows us to select
and prioritize sentences with inconsistent annotations for
further review, improving the overall performance of the
model. We train our initial model using few-shot learning,
and set a confidence threshold to monitor its perform-
ance.

3.4 CFN VS. related CKBs

Researchers have made many efforts in building
CKBs, such as ConceptNet, OpenCyc, ATOMIC, and
FrameNet, which describe various types of commonsense,

3 http://ccl.pku.edu.cn:8080/ccl_corpus
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Succession Choice Causal Purpose
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Fig. 6 Structure diagram of discourse relationships[29l. Notice that, the third level contains a total of 22 detailed relationships, and only

partial details are shown here.
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|
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i

i

i

i

had been very smooth.

Unannotated

sentence

L i

Unannotated

Annotated
sentence

sentence
(Difficult)

Fig. 7 Chinese sentence instances annotation process in detail

such as concepts, entity relationships, objective laws, and
scenarios. It is worth noting that these CKBs use differ-
ent types of representation formats, design approaches,
and acquisition methods. As shown in Table 1, we com-
pare the scenario CKB (i.e., CFN) with several typical
CKBs, including OpenCycB4, HowNet[l3, ConceptNet!!3],
and ATOMICH4, in terms of content, representation, cre-
ation, topic, design approach, and data size. In the fol-
lowing, we will provide a brief summary of each of the
CKBs and then conduct a comparison and analysis.
OpenCyc is derived from the Cyc commonsense
knowledge base, which represents commonsense know-
ledge using predicate logicl3l. Cyc aims to create a
massive knowledge base containing human common-
sensell2 35 36] Tt was founded in 1984 by Lenat et al.[34

and aims to create a comprehensive ontology and know-

ledge base of commonsense knowledge.

ConceptNet is an open and multi-lingual knowledge
graph and is designed to help computers understand the
meanings of words that people use in a freely-available se-
mantic network[l3l; it is created by the open mind com-
mon sense (OMCS)B7, and the source of ConceptNet
comes from WordNet, DBpedia, OpenCyc, etc.

ATOMIC is an atlas of everyday commonsense reas-
oning that is organized through 877K textual descrip-
tions of inferential knowledgel!4l. It focuses on common-
sense knowledge of causes and effects using the form of
“if-then”. The ATOMIC creators believe that humans
have a theory of mind, which allows us to make infer-
ences about people’s mental states and understand likely
events that precede and follow certain actions.

CFNDB8 is a scenario CKB for Chinese language that

@ Springer



246 Machine Intelligence Research 21(2), April 2024
Table 1 Comparison of existing commonsense knowledge sources
Representation
Content Creation Topic Design Size
Describes
Properties It is descr'lbed bx C)'/'CL, which 239 000
strictions enables differentiation between is
OpenCyc restrictions knowledge involving a concept, Expert manual General Top-down gonceprs
instances . . 2039 000
X i.e., (#8genls #8Collie #$Dog)
relations L. facts
means that a collie is a dog.
It is represented by triples, i.e., 8 million
Objects (node_1, relation, node_2), nodes
actions wherein the node is the . 21 million
ConceptNet states word or phrase of natural Crowdsourcing General Bottom-up edges
relations language,the relation, 36
e.g., IsA, isUsedFor, etc. relations
515
It is represented by triples, 309 515
Events i.e., If-Event-Then-* nodes
ATOMIC pre-post U L . Crowdsourcing Social Bottom-up 877 108
. which focuses on inferential .
conditions knowledee. e AtoB triples
nowledge, €& ’ 9 relations
Objects
events .
states It is represented by 4—tu.ple7 Expert manual 1327
. which pays more attention to frames
CFN behaviors . . curated General Bottom-up
the knowledge in a scenario, X 11 567
changes . . o, automatic
feelings e.g., “commercial transaction”. roles
perceptions
Words It is represented by sememe 229 767
senses tree, which focuses on the senses
HowNet sememes relationship between concepts Expert manual — General Bottom-up 2187
relations and their attributes. sememes

is based on frame semantic theory and the FN. It focuses
on the commonsense knowledge contained in scenarios,
which are schematic scenarios stored in human experi-
ence and involve objects, events, states, behaviors,
changes, memories, feelings, and perceptions in the real
world.

HowNetl!5l is a CKB that reveals the relationship
between concepts and their attributes. It was initially de-
signed and constructed by Dong et al. and follows the re-
ductionism idea, aiming to study smaller semantic units
called sememes. The latest version of HowNet, published
in 2019, contains 229 767 senses and 2 187 sememes/39.

As shown in Table 1, we can see that the CKBs
OpenCyc, ConceptNet, CFN, and HowNet all contain de-
scriptions of entities such as concepts, objects, or words.
In contrast, ATOMIC focuses more on events due to its
emphasis on inferential facts. Additionally, we can see
that all of the CKBs include descriptions of relations.
OpenCyc, ConceptNet, and HowNet are more concerned
with the association of concepts, while ATOMIC and
CFN focus on the reasoning through relations and de-
scribing the connections between scenarios and roles
through relations, respectively. It is worth noting that
CFN covers a wider range of aspects, including objects,
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events, states, behaviors, changes, feelings, and percep-
tions, among others.

Table 1 also provides examples of the different CKBs.
We can see that OpenCyc contains ontology knowledge
and can be described using the CycL language, which en-
ables differentiation between knowledge involving a
conceptl40: 411, For example, a collie is a dog = (#8genls
#$Collie #Dog) means that “collie” is a collection and
“dog” is one generalization of what a collie isl42. As a
knowledge graph, ConceptNet connects words and
phrases of natural language with labeled edges[!3 and is
represented by triples. Because ATOMIC is more fo-
cused on inferential knowledge organized as typed if-then
relations with variables(l4], it is presented in the form of
knowledge inference (e.g., If-Event-Then-*). In contrast
to the other CKBs, HowNet and CFN contain more de-
tailed knowledge, such as senses, sememes, scenarios, and
roles. HowNet uses a sememe tree structure to represent
words, senses, sememes, relations, etc., while CFN uses
compound 4-tuples to represent scenario commonsense
and organizes all scenarios into a graph structure based
on scenario relations. Fig.8 illustrates the differences
between CFN, ConceptNet, and ATOMIC in a discourse
example. We can see that ATOMIC is more focused on
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Corrective lens

CFN
ATOMIC

Improve
ones vision

People

Fig.8 An example comparisonllll with scenario com-
monsense. Note that the rectangles in the figure represent
frames, while the ellipses represent the common sense elements
within the scenario.

inferential knowledge in pre-event and post-events, while
ConceptNet and CFN pay more attention to knowledge
related to concepts.

As for the creative methods of these CKBs, OpenCyc
and HowNet are created manually by experts, while Con-
ceptNet and ATOMIC are created through crowd-
sourcing. ConceptNet, in particular, is collected from
various sources including expert-created resources, crowd-
sourcing, and games with a purposel'3l. As for CFN, its
construction process includes both expert creation and
automated curation to improve the quality and efficiency
of resource building. Because frame semantics does not
provide an explicit upper architecture, the resources for
FrameNet (including FN and CFN) adopt a bottom-up
approach to build, with the aim of covering as many do-
mains as possible. As a result, the topic of CFN re-
sources focuses on the general domain. In terms of re-
source size, CFN has reached a significant level of devel-
opment, containing 1 327 frames and 11 567 roles.

4 CFN/FN-based natural language un-
derstanding

Scenario commonsense offers a new perspective for
natural language understanding and promotes the study
of CFN/FN-based NLU tasks, such as frame semantic
parsing, which is a more detailed form of semantic pars-
ing than traditional semantic role labeling tasks/3. Addi-
tionally, some exploratory studies have been conducted
on improving NLU applications using CFN/FN, includ-
ing machine reading comprehension, text summarization,
and information extraction, among others. In the follow-
ing sections, we will provide a brief review of the pro-
gress made in frame semantic parsing and several typical
NLU applications based on CFN/FN.

4.1 Frame semantic parsing

Frame semantic parsing (FSP) is a task that aims to
automatically extract frame-based scenario commonsense
from raw text. Formally, given a sentence X with n words

[wi, w2, ,wy], FSP involves three subtasks: target iden-

tification, frame identification, and frame semantic role
labeling.

Target identification, which is to identify all valid
frame-evoking predicates from X, outputting a set
U= (us, - ,uk).

Frame identification, which aims to predict the
frame F; € F evoked by a given target u; € U in sen-
tence X.

Frame semantic role labeling, which aims to
identify all the (argument,role) pairs R; given a certain
(target, frame) pair (u;, F;) in sentence X.

In addition to sentence-level FSP tasks, null instanti-
ation identification and resolution is a task that crosses
sentences and belongs to the category of discourse-level
FSP tasks.

Null instantiation identification and resolution,
which involves identifying missing core frame elements in
the present content and filling them in using context in-
formation.

Target identification involves predicting the words
or phrases that evoke frames in a given sentence. Previ-
ous studies on this topic have included rule-based meth-
ods, sequence labeling methods, and span-based classifica-
tion methods. Where the rule-based methods44 45 use a
small set of manually-designed rules to identify targets,
and it relies heavily on the results of morphological and
syntactic analysis tools. Sequence labeling methods treat
target identification as a sequence labeling task using the
“BIO” labeling scheme, but this scheme can be inconveni-
ent for handling discontinuous targets like “set---down”.
Bastianelli et al.[6l proposed a “BIOC” labeling scheme
to address this issue, where the label “C” denotes the dis-
continuous token of a target. Span-based methods, on the
other hand, treat target identification as a span-level bin-
ary classification problem, where a span can consist of
one or multiple continuous words. For discontinuous tar-
gets, Lin et al.l47l proposed a two-stage method involving
partial target span identification and partial target span
merging based on the identification of relations between
these spans. Unlike sequence labeling methods, span-
based methods need to enumerate all possible spans to
identify targets in a sentence and often use parallel com-
puting for this purpose.

Frame identification (FI) aims to infer the correct
frame for a target word in a sentence, and is typically
treated as a classification task. Previous methods for FI
have included feature engineering-based methods, distrib-
uted representation-based methods, and pre-trained-based
methods. Feature engineering-based methods use manu-
ally designed features and statistical machine learning
methods to learn FI models, such as LTHM5 and SEMA-
FORM. However, the effectiveness of these methods de-
pends heavily on the quality of the manually designed
features. In contrast, distributed representation-based
methods use distributed vectors to represent features and

@ Springer



248

neural networks to construct classification models for the
FI task[8 491, While these methods have some improve-
ments over feature engineering-based methods, they still
rely on dependency and part-of-speech (POS) features0l.
Pre-trained-based methodsl32 51, 52] have achieved state-of-
the-art performance on the FI task due to their powerful
representation ability, which is learned from large-scale
unlabeled text corpora. These methods are also conveni-
ent for incorporating knowledge and able to represent a
variety of features, such as morphology, dependency, and
semantics, without relying on manual features.

Frame semantic role labeling (FSRL) involves
identifying the frame roles relative to the frame evoked
by a target. Previous methods for FSRL can be divided
into three categories: chart-based methods, sequence la-
beling-based methods, and graph-based methods. Chart-
based methods use local scoring functions to model each
span (candidate frame role) of every segmentation of the
sentence given a target, and then search for the globally
optimal solution of segmentation scores using an optimiz-
ation algorithm subject to certain structural constraints.
Early studies44 53-55] used manually designed discrete fea-
tures of spans as input for the local scoring functions,
while more recent studiesl6-58] have used pre-trained stat-
ic word embeddings and contextualized embeddings of
spans as input features for the local scoring functions.
The goal of chart-based methods is to find the globally
optimal solution under the structural constraints of frame
semantics, which can lead to semantically consistent
frame role structures. However, these methods typically
have high computational complexity. Sequence labeling-
based methods can be divided into two categories: token-
level sequence labeling and span-label sequence labeling.
Token-level sequence labeling methods/®?: 60 use tradition-
al BIO tagging schemes, where the role label of each ar-
gument span is denoted as “B-rolename, I-rolename, ---”.
Span-label sequence labeling methodsl4¢: 611 typically con-
sist of two subtasks: argument identification and argu-
ment classification. Compared to chart-based methods,
sequence labeling-based methods can implicitly capture
some semantic constraints. However, the abundance of
roles and a relatively small amount of labeled data make
it difficult to model the precise semantic dependency of
the role sequence. In addition, graph-based methods view
the FSRL task as a process of graph construction, in
which the model incrementally identifies the nodes and
their relations/47: 62],

Null instantiation identification and resolution
(NIIR) aims to identify missing core frame elements in
the present content and fill them in using context inform-
ation. This task includes identifying null instantiations
(NII) and resolving null instantiations (NIR). The Se-
mEval-2010 Task 10 was the first shared task to address
the NIIR problem and provided a dataset annotated with
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implicit roles. Previous methods for NIIR can be divided
into two categories: linguistically-motivated methods and
neural network-based methods. Linguistically-motivated
methods[63-66] try to improve performance using linguistic
knowledge and feature engineering, while neural network-
based methods use unsupervised or semi-supervised deep
learning models(67-69 to solve the NIIR task and mitigate
resource deficiencies. Currently, a lack of annotations re-
mains a challenge in training implicit argument models
for NIR resolution.

4.2 Applications

Machine reading comprehension (MRC) is a
fundamental application in natural language understand-
ing that requires machines to read and understand a text
passage and answer relevant questions about it. Many ap-
proaches based on CFN/FN have been proposed to im-
prove MRC, which can be divided into two categories:
feature-based methods and deep learning-based methods.
Feature-based methods aim to map texts into a frame-
based representation to facilitate question answering. For
example, the latent-variable classifier(70 uses features of
the target word, frame, and frame element to capture
sentences that have semantic overlap with the question
and correct answer. The CFN-based MRC method["! re-
trieves answer-related sentences using frames, frame-
frame relations, and discourse frame-frame relations, and
also selects highly relevant frame elements using null in-
stantiation and frame relations. Feature-based methods
often rely on elaborate design, which can be time-consum-
ing and difficult to apply in other tasks. Recently, some
deep learning-based work has attempted to enhance sen-
tence representation with CFN/FN and assist in ques-
tion answering. The frame-based neural network for
MRCI2 uses frame features, including lexical units, tar-
get, frame, and frame relations, to improve question an-
swering. Additionally, the frame knowledge and syntax
for MRCI™] propose to explore the schema of fusing syn-
tax and frame semantics into an end-to-end neural net-
work for MRC. Frame-based neural models can automat-
ically model semantic knowledge and achieve relatively
high performance.

Text summarization (TS) aims to condense a text
into a short version while preserving its essential semant-
ic information[™. Some work has shown that using
CFN/FN can benefit the performance of text summariza-
tion. The unsupervised extractive method(™! utilizes syn-
tactic and semantic concepts from FrameNet to enhance
sentence representation. The extractive summarization
modell leverages frame features to model sentences from
both the intra-sentence and inter-sentence levels, facilitat-
ing the text summarization task. This work also intro-
duces frame semantics into the abstractive summariza-
tion task, allowing for better text semantic representa-
tion by selecting more relevant frame information from
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the text. Additionally, a dual graph network[" is pro-
posed for abstractive sentence summarization, which
models structural and word-level information of articles
by constructing frame scenario graphs and word relation
graphs, respectively.

Information extraction (IE) aims to automatic-
ally extract valuable information from large-scale unstruc-
tured, semi-structured, or structured text and process it
into human-machine readable structured datal™l. Some
research has explored the use of CFN/FN in information
extraction tasks. For event detection, Li et al.[" extract
frames expressing event information from FrameNet and
leverage the frame-to-frame relations to build a hierarchy
of more fine-grained event schemas that have wider cov-
erage than ACE. The multilingual information extraction
system LOMEBY first uses the FrameNet parser to identi-
fy all frames and their roles, as well as trigger spans in a
sentence. It then performs coreference resolution, fine-
grained entity typing, and temporal relation prediction
between events. Some researchers have also explored
event-causal relation extraction based on frame know-
ledgel8 and found that the introduction of external
knowledge is effective in identifying the causal relation
between verb-noun pairs. For relation extraction, the
frame-based relation extraction model CFSREB2 uses
frame semantic construction rules to eliminate some noise
instances in distant supervision, and the experimental res-
ults show that fusing frames can significantly improve the
noise problem.

4.3 Case study and analysis

Frame semantic knowledge facilitates reasoning and
question answering of MRC. Fig.9(a) presents a typical
example of machine reading comprehension question an-
swering, where the frame and frame relations in FN
provide crucial information for the reasoning and ques-
tion answering of the modell®3l. Specifically, the Food
frame filters out key information related to snacks, and
relation between the

the frame Locating and

Commerce buy in FN establishes the association of tar-

get words Found and Buy in the given passage/question,
which helps models find the final answer.

Incorporating frame semantic knowledge is an effect-
ive approach to improving the performance of summariza-
tion systems. DG-ABSI™ is a based dual-graph summar-
ization system that generates summaries based on scen-
ario graphs and word relation graphs, where scenario
graphs and word relation graphs are from FN. As Table 2
and Fig.9(b) shown, ablation experiments of DG-ABS
and its case study example are presented. From ablation
experiments results, we can observe that compared to the
model without the dual graph, DG-ABS can provide bet-
ter performance. In addition, from the case study ex-
ample, we can observe that compared to the —w/o SSG
and —w/o SWRG models, DG-ABS captures more com-
plete key information and generates new words.

Semantic scenarios based on frame representation help
filter out noise information in information extraction.
Fig.9(c) presents a case study example of frame-based se-
mantic models and non-frame semantic models in inform-
ation extraction. Among the three sentences, the second
one is invalid since it does not contain related content
with label semantics. We can find that for identifying in-
valid sentences, the frame-based model CFSREB? can ex-
hibit lower weights, indicating that incorporating semant-
ic scenario information can better distinguish invalid
noisy sentences. Additionally, for valid sentences, we
found that CFSRE exhibits higher weights compared to
BiLSTM+ATT, suggesting that utilizing semantic scen-
ario information about entities can effectively enhance the
identification of valid sentences in information extraction,
which is helpful for further extraction of entities and rela-
tions.

5 Conclusions and future work

As a crucial scenario CKB for natural language under-
standing, CFN is built from a cognitive perspective and
contains a wealth of scenario commonsense knowledge, in-
cluding frames, frame elements, lexical units, and frame

Passage: Katie went to the store--- She looked
around for the flowers. She wanted cookies not
chips. She found some chocolate cookies.
Katie then looked for a bow. .-

Source: Indian prime minister p.v. Narasimha Rao's
promise of more autonomy for troubled Kashmir and his
plea for early state elections has sparked a violent
reaction from provincial Moslem and opposition parties.

Sentence 1: Joost was founded last year by Janus Friis
and Niklas Zennstrom, creators of the Intemet
telephone company skype.

Sentence 2: Within a year of that age were Google's

Question: What snack did Katie buy?

autonomy sparks outrage.

Reference: Indian pm's announcement on Kashmir polls

Sergey Brin and larry Page, Apple's Steve Wozniak,
Yahoo's Jerry Yang, Skype's Janus Friis, ChadHurley

from YouTube, and Tom Anderson from MySpace.

(Skype, Janus Friis)

A) Chips B)* Chocolate cookies ~w/0 Dual Graph: Indian pm's promise more autonomy
C) Flowers D) Bows in Kashmir. Sentence 3: Joost has attracted considerable attention
since Janus Friis and Niklas Zennstrom, the

{Flowers , Bows} & Food
{Found} —> Locating
{Buy} — Commerce_buy

sparks violent.

{Chips , Chocolate cookies} € Food ‘*W/O SSG: Indian pm's promise of autonomy sparks anger. ‘ entrepreneurs behind Skype and Kazaa, disclosed last
—w/0 SWRG: Indian pm's call for autonomy for elections ‘

T
Label topic:business/company/founders

year that they were working on an Internet video

Found and buy have relations, as their frames
are connected.

sparks violent reaction.

DG-ABS: Indian pm' s pledge of autonomy for Kashmir

(a) Case study example for MRC

(b) Case study example for TS

project.

Sentence weights assigned by BILSTM + ATT and CFSRE in three sentences.
Model S 1 S 2 3
CFSRE 0.552 0.059 0.389

BiLSTM+ATT 0.454 0.225 0.321

(c) Case study example for IE

Fig.9 Case study examples for MRC, T'S and IE[77.82.83]. Note that * indicates correct answer in MRC example.
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Table 2 Ablation study on Gigaword datal™. Note that SSG,
SWRG indicate semantic scenario graph and word relation
graph, respectively.

Method ROUGE-1 ROUGE-2 ROUGE-L
DG-ABS 41.94 23.58 38.97
-w/o SSG 41.02 22.67 38.01

-w/o SWRG 39.29 21.14 36.54
—w/o dual graph 36.74 19.83 35.17

relations. It also includes many annotated instances with
frame semantic labels for Chinese sentences and dis-
courses. In this paper, we provide a comprehensive over-
view of CFN from a commonsense perspective, covering
the following topics: 1) Scenario commonsense. We intro-
duce what is scenario commonsense, including its concept,
examples, and representation methods, with a focus on
the relationship between scenario commonsense and the
frame concept in CFN/FN. 2) CFN resources. We present
an overview of CFN resources, highlighting the newly
proposed frame-based discourse representation and a hu-
man-machine collaboration framework for expanding the
CFN corpus. 3) CFN/FN-based natural language under-
standing. We systematically review frame semantic pars-
ing tasks and some FN/FN-based applications. In addi-
tion, we also introduce and discuss potential future re-
search directions. After nearly two decades of develop-
ment, scenario CKBs have a large research community
and a wide range of methodologies and applications. Al-
though many efforts have been made to build scenario
CKBs and apply them in NLU, there are still many po-
tential challenges and open problems that require atten-
tion and further research.

Frame representation in complex Chinese con-
texts. Metaphors are a complex problem in natural lan-
guage processing and are considered a high-level reason-
ing process, i.e., creative thought[®4. They are also essen-
tial for representing complex contexts in Chinese. Some
related research has emphasized that metaphors arise
when one concept is viewed in terms of the properties of
another, which aims to establish an association implying
the presence of characteristics in common between two
conceptsl®4 89 e.g., How can I kill a process?86 To model
the way humans use language to frame metaphor reason-
ing processes, efforts have been made in both metaphor
recognition and interpretation87-91. Although these exist-
ing studies have made significant progress in both bench-
mark and deep learning models, they lack linguistic
knowledge and cognitive computing theory. Therefore, us-
ing CFN to describe Chinese complex contexts (e.g.,
metaphors) is a promising research direction for CFN in
the future.

Spatio-temporal relation representation. Several
efforts have been made to address spatio-temporal prob-
lems, such as building knowledge basesl®2, improving
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models®3, and performing knowledge completion®4. This
highlights the importance of spatio-temporal representa-
tion in supporting reasoning tasks in NLU. Scenario
CKBs contain information about spatio-temporal frames,
such as “Spatial co-location” and “Time period of ac-
tion”, which are based on people’s everyday experiences
and have the potential to benefit various spatio-temporal
reasoning tasks, including MC-TACOD3], Temporal-
NLI6, TIMEDIALI?, and SPARTQADN7. However, the
current spatio-temporal relations in scenario CKBs are in-
sufficient, and there is a need to enhance the expression
of space-time in the future to better support reasoning in
NLU tasks.

Improving interpretability for MRC. Large-scale
pre-trained language models are widely used in a variety
of fields 9. In particular, on MRC tasks such as
SQuAD[100 and CMRCH0Y, these models have achieved
performance that is close to human performancell02],
However, these models can learn implicit knowledge but
lack interpretability for the reasoning process. Inter-
pretable conceptual attributes of a model typically in-
clude “transparency interpretability” and “post-hoc inter-
pretability”[103] which focus on the internal operating
mechanism of the model and extracting useful informa-
tion after training, respectively. Some existing work with
knowledge graphs has explored integrating pre-trained
language models with knowledge graphs to provide inter-
pretability while capturing reliable knowledgell04 105],
Similar to a knowledge graph, CFN can link concepts
through frame relations, providing potential explainabil-
ity for downstream tasks such as MRC evidence retrieval.
Due to the existence of frames and frame relations, CFN
can provide a lot of knowledge inside scenarios and infer-
ence between concepts, which are very helpful for many
reasoning problems to improve the interpretability of
models.

Enhancing performance of text generation. Text
generation is a crucial but challenging task in natural lan-
guage processing. However, the input text alone often
provides limited knowledge for generating the desired
output, so the performance of text generation is still far
from satisfactory in many real-world scenarios!?¢l. To ad-
dress this issue, most existing workl(197: 108] has explored
incorporating knowledge bases into text generation mod-
els. However, the knowledge bases used in these models,
such as ConceptNet[!3] and ATOMIC!, mainly describe
knowledge of general concepts or inferential rules, lack-
ing scenario-based characterization. That characteriza-
tion in the scenario can supply more fine-grained and
comprehensive knowledge based on a special scenario,
which can facilitate richer knowledge representation in
text generation. Therefore, combining scenario CKBs
with text generation models is a promising direction.
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