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Abstract: Recently, video-based fire detection technology has become an important research topic in the field of machine vision. This
paper proposes a method of combining the classification model and target detection model in deep learning for fire detection. Firstly, the
depthwise separable convolution is used to classify fire images, which saves a lot of detection time under the premise of ensuring detec-
tion accuracy. Secondly, You Only Look Once version 3 (YOLOvV3) target regression function is used to output the fire position informa-
tion for the images whose classification result is fire, which avoids the problem that the accuracy of detection cannot be guaranteed by
using YOLOv3 for target classification and position regression. At the same time, the detection time of target regression for images
without fire is greatly reduced saved. The experiments were tested using a network public database. The detection accuracy reached
98% and the detection rate reached 38fps. This method not only saves the workload of manually extracting flame characteristics, re-

duces the calculation cost, and reduces the amount of parameters, but also improves the detection accuracy and detection rate.
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1 Introduction

1.1 Introduction

Fire is a serious natural and social disaster. On the
one hand, the occurrence of fire will cause great threat to
people’s lives and property safetylll, on the other hand, it
will also cause huge loss to the natural and socioeconom-
ic environment. According to the statistics of the World
Fire Statistics Center, the number of fires worldwide each
year is an astonishing number. In recent years, the incid-
ence of fires has generally been on the rise, and the situ-
ation is very serious. Therefore, preventing and reducing
fires as much as possible has always been a topic of act-
ive exploration.

For many years, researchers have continued to re-
search and experiment on fire detection methods. The ori-
ginal fire detection method is based on sensors, and ac-
cording to different sensor types and applications/?, it can
generally be divided into five categories: light-sensitive,
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temperature-sensitive, smoke-sensitive, gas-sensitive and
composite. Due to the characteristics of heat release and
dense smoke during a fire, temperature and smoke sensors
are commonly used. However, this detection method
based on sensors has significant drawbacks in terms of
the detection range and the detection speed(3. Then, with
the application and popularization of video surveillance
technology, researchers have obtained fire images through
video surveillance and used their color characteristics to
detect fires. However, there is a greater false detection
rate in fire detection using only color features.

In recent years, on the basis that the advancement of
video surveillance technology can be seen in many public
and private fields, the image processing technology in the
field of machine vision has also made significant research
progress. Through the video monitoring system, the color,
shape change, texture structure, flicker and other related
scene information of the fire image can be obtained intu-
itivelylsl, and the transmission and sensing speed have
been improved. Therefore, fire detection technology based
on computer vision came into being and promoted the di-
versity of fire detection methods. The fire detection meth-
od based on computer vision obtains fire images through
video surveillance and manually extracts their features,
and builds a detection model based on these features.
Specific modeling methods can be divided into feature-
level and decision-level model construction. The feature-
level fusion fire detection method makes good use of the
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complementarity between different flame features, but it
is not easy to achieve the fusion of heterogeneous fea-
tures. Consequently, researchers have further studied the
decision-level fusion of multiple flame features for this
problem. The decision-level fusion fire detection method
has a certain fault tolerance, but its preprocessing cost is
relatively high.

At present, fire detection methods based on feature-
level and decision-level modeling have made certain re-
search progress. However, this detection method relies on
manually extracting visible features of the flame. These
features only reflect the shallow features of the flame and
may cause information loss in the process of manual ex-
traction. With the continuous development of research,
the fire detection methods using manual extraction of tra-
ditional features have entered a bottleneck in terms of ap-
plication scenarios, detection accuracy and detection
speed. In recent years, with the success of convolutional
neural networks (CNN) in static image classification and
the breakthrough progress of deep learning theory in the
field of machine vision, fire detection using its powerful
feature representation ability and modeling ability has
important research value and application prospectslSl.
After deep learning has used convolutional neural net-
works to achieve image classification, researchers have in-
troduced new target detection algorithms on this basis,
such as two-step target detection based on region convo-
lutional neural network networks (R-CNN) and end-to-
end target detection algorithms based on You Only Look
Once (YOLO) and single shot multibox detector (SSD)
networks. These algorithms and models make up for the
problem that traditional convolutional neural networks
can only classify but cannot locate fire targets.

1.2 Literature review

The video and image of the flame have rich visible
features, such as color features, texture features, flicker
features, flame sharp angles, and shape changes. Among
those flames, color feature is the earliest and most widely
used. Shidik et al.[l proposed the use of multiple color
spaces as criteria for fire detection based on the unique-
ness of the flame color. Han et al.B] combined a variety of
color feature rules to model fire detection methods after
preprocessing the fire video. But, the fire scene is usually
diverse, so using a single feature for fire detection will
cause a high false detection rate.

So, researchers prefer to use multi-feature fusion for
fire detection. The fusion methods can be divided into
two types: feature-level fusion and decision-level fusion.
The feature-level fire detection method is to comprehens-
ively analyze and process multiple features of the flame.
Zeng et al.l% used the weighting method to fuse multiple
features of flames, and their weighting coefficients were
obtained by an analytic hierarchy process. Prema et al.[l0]
used support vector machines to identify the flicker fea-

ture and texture feature of the flame for fire recognition.
Prema et al.llll used extreme learning machines for fire
detection. The decision-level fusion fire detection method
is to classify or identify each flame feature to form corres-
ponding results, and then fuse the results to give the fi-
nal decision. Shi et al.['2] proposed to use two color space
discrimination rules and flame motion characteristics to
perform fire recognition, and each recognition result was
processed in parallel to obtain the final detection result.
Foggia et al.[13] proposed to use a multi-expert system for
fire identification and detection, and then fuse the recog-
nition results to obtain the final classification result. Li et
al.['4 used color attributes, geometric attributes and mo-
tion attributes to perform fire detection respectively, and
the detection results obtained were fused again to obtain
the final decision.

Based on manually extracting features and modeling
for fire detection, many scholars have also begun to use
deep learning models for fire detection. Frizzi et al.l!5]
proposed a fire detection method for feature maps dir-
ectly using the classic convolutional neural network
AlexNet model. Muhammad et al.[l6l used the method of
transfer learning to fine tune the GoogleNet convolution-
al neural network for fire detection. Mahammad et al.ll7]
proposed a method of using the squeezeNet model of
smaller convolutional kernels to identify the fire on the
basis of a traditional convolutional neural network. Saeed
et al.l'8] proposed a fire detection method which is based
on powerful machine learning and deep learning al-
gorithms, their proposed model has three main deep neur-
al networks, i.e., a hybrid model which consists of Ada-
boost and many multilayer perceptron (MLP) neural net-
works, the Adaboost local binary patterns (LBP) model
and finally a convolutional neural network. Compared
with traditional computer vision based fire detection
methods, fire detection based on convolutional neural net-
work models has made certain progress and has better
stability. However, traditional convolutional neural net-
work models can only classify fire images and cannot ac-
curately locate the location of fire occurrences. Therefore,
based on the use of convolutional neural networks for
stable classification, deep learning based object detection
algorithms have received more attention and applications,
which have been extended to the research for fire recogni-
tion detection. Kim and Leel! used a faster R-CNN two-
step target detection algorithm for fire detection. Liau et
al.l20] proposed to use an efficient squeezeNet network to
replace the back-end network of the SSDs network, and
use residual connection and group convolution to expand
the SSD framework based on the squeezeNet network for
fire target detection. Shen et al.2!l used the algorithm-op-
timized YOLO model for fire detection. Du et al.22] im-
proved the candidate frame extraction and feature-level
fusion algorithm of the end-to-end YOLOv2 model to de-
tect fire targets. Ren et al.[?3l used the improved YOLOv3
network model for fire classification and location regres-
sion. Although the target detection algorithm based on
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deep learning makes up for the problem that typical con-
volutional neural networks can only classify but cannot
locate the fire position, due to the complexity of the tar-
get detection model and the need to consider both classi-
fication and position regression tasks, the detection time
may increase.

Due to the special nature of fire, its detection needs to
weigh both detection time and accuracy. Therefore, a fire
detection algorithm based on the combination of depth-
wise separable convolution and YOLOvV3 is proposed un-
der the premise of considering both detection speed and
detection accuracy. Firstly, depthwise separable convolu-
tion is used to classify the fire image, which can greatly
reduce the detection time without losing the detection ac-
curacy. Then, the target regression function of YOLOv3
is used to output the position of the image whose classi-
fication result is fire. In the real scenario, the probability
of fire is far lower than the probability of no fire, so only
using its regression function saves a lot of time in detect-
ing no fire. Compared with traditional video-based fire
detection methods, the workload of manual feature ex-
traction is reduced, and the detection accuracy is im-
proved. Compared with the classic convolutional neural
network, the method proposed in this paper can achieve
the location of the fire target. In addition, the require-
ments on hardware are reduced, and the amount of calcu-
lation and parameters are greatly reduced. Compared
with the typical deep learning target detection algorithm,
the detection accuracy and detection rate of this algori-
thm can meet the requirements of fire detection.

The rest of the paper is organized as follows. Section 2
introduces fire detection model. Section 3 gives the
network training method for the fire detection model.
Section 4 discusses the testing results. Section 5 con-
cludes the paper with some future work suggestions.

2 Fire detection model

The proposed method uses two stages for detecting
fire from the input video. The first stage uses the classi-
fication model to classify the input image with or without
fire. The classification model uses depthwise separable
convolutional neural networks (DS-CNN). The second
stage uses the target regression function of YOLOv3 to
locate the fire position information for the image with fire
and then output, and directly output for the image
without fire. The various stages of the algorithm are
shown in Fig. 1.

2.1 Classification model

In recent years, convolutional neural networks have
made breakthrough progress in the field of image classific-
ation. The classic structure of traditional convolutional
neural network models includes the first LeNet model for
digital recognition, and models that won the ImageNet
competition championship in 2012 and after, such as
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AlexNet, VGGNet, GoogleNet, and ResNet models,
etc.24 But, traditional convolutional neural networks use
large-scale convolution kernels, such as 11x11 convolu-
tion kernels in AlexNet. Traditional convolutional neural
networks usually use large-scale convolution kernels, such
as 11x11 convolution kernels in AlexNet. The larger the
convolution kernel is, the larger the receptive field will
be, but the number of parameters of the model will also
increase. The model after AlexNet has improved this, for
example, GoogleNet uses multiple 3x3 small-size convolu-
tion kernels to cascade while keeping the original image
receptive field unchanged?5], which greatly reduces the
amount of parameters. But, as the depth of the network
increases and the convolution kernel needs to act on each
channel of the input image, the amount of calculation is
still large. Aiming at the problems that the traditional
convolutional neural network has a large amount of calcu-
lation and many parameters, the depthwise separable
convolution was proposed in 2013126l Depthwise separ-
able convolution is an improvement and innovation based
on standard convolution. The core is to decompose the
standard three-dimensional convolution into two-dimen-
sional and one-dimensional convolution.

1) Depthwise separable convolution

The basic idea of depthwise separable convolution is
to decompose the standard convolution into depth-wise
convolution and point-wise convolution.

Step 1. Depthwise convolution is to carry out 2D
convolution for each channel of the input image to re-
duce the amount of parameters.

Step 2. Pointwise convolution is based on depthwise
convolution, using a 1x1 convolution kernel to convolute
all channels, greatly reducing the amount of calculation.
The difference between standard convolution and depth-
wise separable convolution in the convolution process is
shown in Fig.2. Fig.2(a) is the standard convolution pro-
cess. Figs.2(b) and 2(c) correspond to depthwise convolu-
tion and pointwise convolution of depthwise separable
convolution.
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Fig. 2 Standard and depthwise separable convolution process

Assuming that the input feature map size is
DyxDgx M, the output feature map size is DyxDgx N,
and the convolution kernel size is DX Dy. The following
is a calculation and comparison of the parameters and
calculations involved in the standard convolution and the
depthwise separable convolution process.

2) Parameter amount

The standard convolution parameter amount is

Pars = Dy X Dy, x M x N. (1)

The parameter amount of the depthwise separable
convolution is

Parp_p =Dy x D x M + M x N. (2)

3) Calculation amount
The calculation amount of the standard convolution
Calg is as follows:

Cals = Dy x Dy x M x N x Dy x Dy. (3)

The calculation amount of depthwise convolution in
depthwise separable convolution is shown in (4), and the
calculation amount of point-wise convolution is shown in
(5). The total calculation amount is shown in (6).

Input

Conv. 1 Conv.2  Pooling 2

@33 22 ¢

Pooling 1.
le@ (71,7) : (22)

Conv. 3

64@ (3,3)

C’LLZD:Df><DJ£><]\J><D19><D1C (4)
CalP:DfXDfXMXN (5)
CalT:DfXDfXMXDkXDk+

D x Df x M x N. (6)

The ratio of the calculation amount of the depthwise
separable convolution to the standard convolution is

Cals Dy x Dy x M x N x Dy x Dy, _
Calr Dyx Dy x M XDy X Dy +Dyx D x M x N
1 1
N+DkXDk‘

(7)

According to the calculation, the reduction of the cal-
culation amount of the depth separable convolution is re-
lated to the size of the convolution kernel Djx Dj, and the
number of output channels N. The neural network mod-
els used in practical applications usually have multiple
convolutional layers, and the convolution kernels usually
use 3x3 and above convolution kernels. Thus, depthwise
separable convolution can greatly reduce the number of
parameters and calculations without losing accuracy,
which also makes it possible to effectively apply deeper
and wider neural network architectures. Even in resource-
constrained micro controllers, it can run normally. Con-
sequently, in this paper, the depthwise separable convolu-
tional neural network is chosen as the fire classification
model.

4) Depthwise separable convolutional neural networks

Based on depthwise separable convolutions, this pa-
per proposes to use end-to-end depth separable convolu-
tional neural networks to classify images with and
without fire. The specific network structure is shown in
Fig.3. The specific network structure is shown in Fig.3.
It mainly consists of 4 convolutional layers, 3 pooling lay-
ers, and the pooling method is Max pooling, 2 fully con-
nected layers, and 1 softmax regression layer. The first 9
layers of the network are used for feature extraction, and
the last layer is used for classification. In addition to the
above main structure, it also includes the activation func-
tion layer between the convolutional layer and the pool-
ing layer. The activation function uses a rectified linear
unit (Relu function) and a batch normalization (BN).
And the dropout layer is added between the full connec-

—>Fire

Softmax

—> Non-fire

Conv. 4 Pooling 31 FC1,2
64@(3.3) : (22) @ 128

Fig. 3 DS-CNN fire classification structure
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tion layers, in which the probability is 0.5.

The structure of the fire classification network model:

Input: The network input uses red-green-blue (RGB)
image data, resizes the original image as 128 x128x3, and
standardizes each channel. The output result is used as
the input of the first convolutional layer.

Standard convolution module: A 7x7 conventional
convolution is used between the input layer and the out-
put layer of the network, followed by the BN layer and
the RELU layer (Fig.4(a)).

Depthwise separable convolution module: It consists of
7x7 depthwise direction convolution followed by BN lay-
er and RELU layer and 1x1 pointwise convolution layer
followed by BN layer and RELU layer. The point convo-
lution step is 1 (Fig.4(b)).

Pooling module: Using pooling layer parameters (2, 2),
the feature map output by depthwise separable convolu-
tion module is down sampling to half, so as to reduce the
dimension of fire characteristics.

Output: After passing through the depthwise separ-
able module and pooling module, the convolution in 3 X
3 depthwise direction convolution followed by BN layer
and RELU layer and 1 x 1 pointwise convolution fol-
lowed by BN layer and RELU layer, continued for three
times, and the pointwise convolution step is 1. And three
down sampling with pooling parameters is (2, 2). After
the depthwise separation and pooling operations, the two-
dimensional fire feature maps are transformed into a one-
dimensional vector by using two full connection layers.
The number of neural unit nodes in the full connection
layer is 128. And a softmax activation function output is
connected to obtain the classification of fire and non-fire
at the same time.

2.2 Location model

Based on the classification results of fire data, the tar-
get regression of YOLOV3 is used to further locate the

Depthwise

| Conv. | | Pointwise |
| BN | | BN |
RELU | RELU |

(a) Standard convolution (b) Depthwise separable
layer convolution layer

Fig.4 Convolution layer structure change

@ Springer

images that are classified as a fire. YOLOv3 uses the net-
work structure of Darknet-53. Darknet-53 introduces a re-
sidual block in the network. The gradient problem of the
deep network is solved, so that the training difficulty of
the network is reduced. There is no pooling layer and
fully connected layer in the entire network. The down-
sampling of the network is achieved by setting the convo-
lution step to 2[27. In addition, YOLOv3 can realize
multi-scale detection, and the specific form of multi-scale
detection is the operation of up sampling and splicing in
the last certain layers of network prediction. The small
scale feature maps can provide richer and deeper levels of
semantic information, and the large size feature maps can
provide target location information more accurately.
Combining small-scale feature maps with meso-scale fea-
ture maps and large-scale feature maps can both detect
large targets and effectively detect small targets/28l.
YOLOv3 further uses three different scale feature maps
to detect objects, which can detect more fine-grained fea-
tures. The final output of the network has three scales:
1/32, 1/16 and 1/8, respectively, the 1/32 prediction res-
ults have a high sampling ratio and large receptive field
of feature map, so it is suitable for detecting objects with
a large scale in the image. The 1/16 prediction results
have a medium scale receptive field, which is suitable for
detection of medium-scale objects. The 1/8 of prediction
results have the smallest receptive field, which was suit-
able for detecting small scale objects. The specific net-
work structure is shown in Fig.5. During the fire, the fire
will change continuously, sometimes it is a small fire,
sometimes it may be a large fire. Therefore, YOLOvV3 is
chosen as the fire location model in this paper.

3 Network training

3.1 Classification model training

During the network training process, some paramet-
ers and algorithms need to be set and selected in ad-
vance. This includes parameters such as the learning rate,
the number of iterations, the batch training, and the se-
lection of data augmentation, loss functions, and optim-
izer.

1) Initialization parameters

The initialization parameters mainly include settings
for learning rate, number of iterations, and batch train-
ing. For learning rate, run the learning rate finder meth-
od through a certain number of iterations before formal
training, and generate the result into a learning rate find-
er plot. The learning rate finder plot in this paper is
shown in Fig. 6.

It can be seen from Fig.6 that the network starts to
gain traction between 107 and 10* and starts to learn.
The lowest loss can be found between 1072 and 107

However, at 107!, the loss starts to increase sharply,
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Type Filters  Size Output
Convolutional 32 3x3 256x256
Convolutional 64 3x3/2 128x128
Convolutional 32 1x1
X |convolutional 64 3x3
Residual 128x128
Convolutional 128 3x3/2 64x64
Convolutional 64 1x1
2x |Convolutional 128 3x3
Residual 64x64
Convolutional 256 3x3/2 32x32
Convolutional 128 1x1
8x . Scale 3
Convolutional 256 3x3
Residual 32x32
Convolutional 512 3x3/2 16x16
Convolutional 256 1x1
. Scale 2
8x |Convolutional 512 3x3
Residual 16x16
Convolutional 1024  3x3/2 8x8
Convolutional 512 1x1 Scale 1
4x |Convolutional 1024  3x3 | Upsample | | Upsample |
Residual 8x8
| Conv. | Conv. | Conv. |

l l l

YOLOV3 detection

Fig. 5 YOLOv3 network structure

1.2

Loss

0.8

0.6

107 107 10°° 1073 107!
Learning rate (Log scale)

Fig.6 Learning rate finder plot

which indicates that the learning rate is too large and the
network is overfitting. So, in order to prevent the net-
work from overfitting and guarantee the generalization
ability, this paper uses an initial learning rate of 1072. For
batch training, if it is too small, the training data will be
difficult to converge. If it is too large, the relative pro-
cessing speed will increase, but the required memory ca-
pacity will also increase. Therefore, this paper chooses a
batch training of 64 and performs 50 iterative trainings
on the entire training set.

2) Date augmentation

In deep learning, the number of samples is generally
large enough. When the number of samples is sufficient,
the effect of the trained model is better and the generaliz-

ation ability is stronger. However, in practical applica-
tions, the number of samples is often insufficient due to
various factors, which requires data augmentation for ex-
isting samples to increase the number of samples. Com-
mon methods for data augmentation include data flip-
ping, cropping,
adding noise, etc.2%] Data augmentation will expand the

rotation, image scaling, translation,
amount of data. But, if the test samples do not have such
randomness, it will not work and will increase the train-
ing time. Therefore, according to the characteristics of
fire changes in the process of fire, we use rotation, scal-
ing, horizontal translation, vertical translation, cropping
and horizontal rotation to enhance the data. The rota-
tion angle is controlled within 30°. The scaled size is
within 0.15. The horizontal and vertical translations are
controlled within 0.2. And the cropping transformation is
controlled within 0.15. During the data augmentation
process, the original data will not be modified. Instead,
more similar and diverse data are obtained through im-
age processing and other methods, and does not take up
more memory space. All processing processes are pro-
cessed on-the-fly in memory.

3) Loss function

The loss function is also called the cost function. It is
a function of measuring the difference between the pre-
dicted value and the actual value of the output of the
neural network. The loss function is often associated with
optimization problems as a learning criterion. The com-
monly used loss functions are mean square error (MSE)
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loss function, binary cross entropy loss function, categor-
ical cross entropy function. The MSE loss function is the
most classic and simplest, but the accuracy is relatively
poor. The binary cross entropy loss function is generally
used for binary classification problems. The categorical
cross entropy loss function is usually used in multiple
classification cases. Since the fire classification is a bin-
ary classification problem, a binary cross entropy loss
function is selected in this paper. The loss function ex-
pression is as follows:

Loss=—Y flogyi+ (1—¢)log(1—y:)  (8)

3

where n is the number of samples, § is the predicted
value, and y; is the actual value. Differentiate the
function with respect to y, the result is shown in the
following formula (9):

0Loss =~ Ui 1—9;
=) 2 9
dy  Hyi 1-w ©)

When y; = ;, the Loss is equal to 0. In addition,
Loss is a positive number, and the greater the difference
between the predicted value and the actual value, the
greater the value of Loss.

4) Optimizer

The role of the optimizer is to update and calculate
network parameters that affect model training and model
output, such as learning rate. This makes it approximate
or reach the optimal value, thereby minimizing the loss
function. The most basic algorithm of the optimizer is the
gradient descent method. At present, the three main
types of gradient descent methods are batch gradient des-
cent (BGD), stochastic gradient descent (SGD), and
mini-batch gradient descent (MBGD). The BGD calcu-
lates the gradient for the entire data set in one update,
which will cause a large amount of calculation and the
calculation speed is very slow. For similar samples, BGD
will be redundant when calculating the gradient. When
the amount of data is large, the calculation amount of the
algorithm becomes very difficult, and new data cannot be
invested to update the model in real time. MBGD calcu-
lates a small batch of samples at a time, and the conver-
gence is stable. It can make full use of the highly optim-
ized matrix operations in the deep learning library to per-
form more efficient gradient calculations. But it also has
shortcomings. On the one hand, the convergence rate is
very slow when the learning rate is too small. On the oth-
er hand, the loss function will continue to oscillate at the
minimum value when the learning rate is too large. SGD
only selects one sample for calculation, which has no re-
dundancy and is relatively fast. It can also add new
samples. So, the SGD optimizer is often applied at
present. However, because the SGD algorithm is updated
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frequently, the loss function will have serious oscillations.
Therefore, the momentum SGD is used in this paper,
where the momentum parameter is set to 0.9. The role of
adding momentum parameters in SGD is mainly to accel-
erate convergence, improve accuracy, and reduce oscilla-
tions during convergence. The parameter update expres-
sion is as follows:

0¢:0i—n(h9(xgj),x<1j),~-7:r£lj))—yj) x{ (10)
where 6 is the model parameter, n is the learning rate, j
is the sample, h(z;) is the randomly selected gradient
direction, and y; is the loss function.

3.2 Location model training

In this paper, a depthwise separable convolutional
neural network has been used to classify the input fire
data. Next, only the data with fire information need to be
located. In other words, it is not necessary to use
YOLOvV3 to perform classification prediction, but to use
its positioning function to output the fire location when
the classification is known. Therefore, we use the
YOLOv3 model to locate the fire through transfer learn-
ing. The specific training steps are as follows:

Step 1. Use labeling software to frame the fire sample
data and process it into the data format required by the
YOLOv3 model to generate a training set of fire images.

Step 2. Modify and adjust the classification predic-
tion function and configuration file parameters in the
YOLOv3 model accordingly.

Step 3. Use transfer learning to retrain the YOLOv3
model using our own labeled database.

4 Algorithm test

4.1 Experimental environment

The software environment of the experiment in this
paper is the ubuntu 16.04 LTS operating system. We
compile the program under the TensorFlow2.0 frame-
work and use python 3.6.6 as the programming language.
The microprocessor of the hardware platform is Intel (R)
Core (TM) i7-4790 with 3.6GHz main frequency and
15.6 GiB memory.

4.2 Experimental data

The experiment uses two types of fire sample data for
training and testing, respectively. One of the data sets is
composed of fire images on Google and Baidu. They are
all images taken at a certain time when the fire occurred.
There is no time series relationship and no gradual pro-
cess, as shown in Fig.7(a). Another data set is composed
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of public fire video set. By dividing the video into frames
and selecting them at equal intervals, its purpose is to es-
tablish a potential time series relationship between data
sets, covering the fire data from small to large fire pro-
cesses, as shown in Fig.7(b). Both data sets include dif-
ferent scenarios such as indoor, outdoor, forest, road, and
day and night. Negative samples are a natural comple-
ment to fire scenes. It is composed of scenes with similar
characteristics to fire occurrence and disturbances similar
to fire. In order to be able to compare whether different
data sets can change the recognition accuracy, the two
fire data sets are 1719 frames, and the negative sample
set is 2689 frames, of which 75% are used for training
and 25% are used for testing. During the training process,
the model will also apply data augmentation functions to

use its rotation, translation, scaling and other operations
to enrich the training samples. The loss and accuracy of
training and testing are shown in the following Fig. 8.

4.3 Experimental results and analysis

The detection results obtained by using the classifica-
tion model and the location model based on the classifica-
tion model are shown in Figs.9(a) and 9(b), respectively.

In order to prove the effectiveness of the algorithm,
the experiment makes a comparative analysis from the
following aspects:

1) In the same experimental environment, the test res-
ults of two different fire data sets using depthwise separ-
able convolutional neural networks are compared and
analyzed, as shown in Table 1.

2011-12-28
17:23:24

(b) Time series relationship data
Fig. 7 Part of the fire data list
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Fig. 8 Training loss and accuracy

In Table 1, by comparing the detection results of the
two fire data sets, it can be seen that the fire data with a
time series relationship has higher detection accuracy and
lower false detection rate than the fire data without a
time series relationship.

2) Under the same experimental environment and net-
work structure, the fire data set with a time series is used
to compare the detection accuracy and detection rate of
the standard convolutional neural network (CNN) and
deep separable convolutional neural network (DS-CNN),
as shown in Table 2.

In Table 2, there is no significant difference in the de-
tection accuracy of the two network structures, but, great
changes have occurred in the detection rate. Therefore, it
is proved that the depthwise separable convolutional
neural network can greatly improve the detection rate
while ensuring the detection accuracy.

In Table 2, there is no significant difference in the de-
tection accuracy of the two network structures, but great
changes have occurred in the detection rate. Therefore, it
is proved that the depthwise separable convolutional
neural network can greatly improve the detection rate
while ensuring the detection accuracy.

3) Compare the fire detection algorithms of this pa-
per and related literatures, as shown in Table 3.

In Table 3, through comparative analysis of different
algorithms, we can see that the algorithm proposed in
this paper has achieved good results in accuracy and de-
tection rate, among which the detection rate and accur-
acy are higher than those in [14] and [18], but slightly
lower than that in [21]. Li et al.l'4 classified the fire im-
age through the classic structure of the convolutional
neural network AlexNet, but did not locate the fire posi-
tion. Because of the larger convolution kernel of the
AlexNet model and the greater number of layers than the
algorithm in this paper, its detection accuracy and detec-
tion rate are significantly lower than the algorithm in this
paper. Saced et al.l'8] used a two-step faster RCNN tar-
get detection structure to classify and locate fire images.
The faster RCNN model uses the region proposal net-
work (RPN) instead of the selective search method to
generate a candidate target box, which improves the al-
gorithm's detection accuracy and detection rate. But, it is
still difficult to meet the requirements of real-time detec-
tion. Shen et al.2ll improved the detection accuracy and
detection rate of the fire by improving the clustering
method of YOLOvV2's network structure and the fusion of
shallow and deep features. But, the algorithm in this pa-
per does not change the network structure. By combin-
ing the classification model with the location model to
achieve the classification and location function of the fire,
it not only improves the detection accuracy, but also in-
creases the detection rate.

5 Conclusions

Fire prevention and real-time detection are of great
significance for protecting people'’s property, forest veget-
ation, chemical equipment, etc. Many experts and schol-
ars continue to improve and innovate the fire detection
algorithm to meet the detection requirements of the real

(a) Classification

(b) Fire location

Fig. 9 Test result

Table 1 Comparison of the detection results of different

Table 2 Comparison of the detection results of CNN and DS-

fire data sets CNN
Data sets Accuracy  False detection rate Network structure Accuracy Detection rate
No time series relationship 94.0% 6% CNN 97.8% 20 fps
Time series relationship 98.0% 2% DS-CNN 98.0% 50 fps
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Table 3 Comparison of the detection algorithms of related
literature and our algorithm

Related literature Accuracy Detection rate
This paper 98% 38 fps
Literature [14] 90% 20 fps
Literature [18] 96.93% -
Literature [21] 98.8% 40 fps

environment. In recent years, research on fire detection
methods has gradually expanded from the traditional fea-
ture extraction algorithm to the field of deep learning,
and has achieved certain results in this process. There-
fore, this paper uses a 10-layer depthwise separable con-
volutional neural network as a classification model for fire
images, which greatly reduces the amount of calculation
and parameters. Then, on the basis of the classification, it
only uses the target regression function of YOLOv3 to
locate the fire location. The method proposed in this pa-
per can not only ensure the accuracy of the algorithm,
but also meet the real-time requirements of fire detection.
The detection accuracy and rate are 98% and 38fps, re-
spectively. And it has good applicability to the detection
of different scenes. Further work will focus on further
simplifying the model structure and embodying the tim-
ing information of the video sequence in the network
structure.
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