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Abstract: Anomaly detection (AD) is an important aspect of various domains and title insurance (TI) is no exception. Robotic pro-
cess automation (RPA) is taking over manual tasks in TI business processes, but it has its limitations without the support of artificial in-
telligence (AI) and machine learning (ML). With increasing data dimensionality and in composite population scenarios, the complexity
of detecting anomalies increases and AD in automated document management systems (ADMS) is the least explored domain. Deep
learning, being the fastest maturing technology can be combined along with traditional anomaly detectors to facilitate and improve the
RPAs in TI. We present a hybrid model for AD, using autoencoders (AE) and a one-class support vector machine (OSVM). In the
present study, OSVM receives input features representing real-time documents from the TI business, orchestrated and with dimensions
reduced by AE. The results obtained from multiple experiments are comparable with traditional methods and within a business accept-

able range, regarding accuracy and performance.
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1 Introduction

The evolution of artificial intelligence (AI) in the past
decade has transformed almost all businesses in terms of
the way the business processes are handled. A significant
paradigm shift has been noticed with operations now be-
ing driven by machines in place of human beings, using
robotic process automation (RPA). This enables organiza-
tions to drive profitability by reducing waste. The com-
plexity of any automation depends on the level of cognit-
ive intelligence required to perform a task. The difficulty
increases when the input data takes the form of images,
text, document, speech, video, etc.["3l which are con-
sidered unstructured, in the world of data science. There
are growing appeals for automated document manage-
ment systems (ADMS) that deal with applications such
as search, retrieve, profile and classify in the field of
healthcare, education, banking, various types of insur-
ances, and other verticals that deal with a voluminous
number of transactions. The pictorial representation of a
typical ADMS application is shown in Fig. 1.

Title insurance (TI) is a domain of insurance that
transacts with documents associated with the property to
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provide insurance on the title of a subject property to a
buyer or lender. Examination of such historical docu-
ments that are predominantly legal, needs a very high de-
gree of expertise in the domain. Failing to perform an ap-
propriate examination may lead to flaws in underwriting,
resulting in losses in the form of claims to the company.
Due to the exhaustive and stringent nature of the exam-
ination, it takes somewhere between seven to fifteen days
to deliver one title policy. Leading TI companies are on
the verge of adopting the AI and machine learning (ML)
techniques to automate the examination and underwrit-
ing processes to improve the delivery time and quality of
an insurance policy by reducing human intervention
which in turn has a direct effect on the cost of the policy.
To our knowledge, little research to date has been con-
ducted that deals with the ADMS in the domain of TI to
improve the RPA capability.

Document anomaly detection (DAD) is one of the im-
portant tasks of ADMS. Every business process operates
with a set of defined types of documents, which need to
be examined by ADMS. However, there is the possibility
of receiving an unexpected document in the classification
module of ADMS that should be identified and discarded
from being sent to the pipeline for any further processing.
Various AD techniques, also known as novelty detection
methodologies, have evolved in the recent past and been
applied to various disciplines such as website manage-
ment, wireless networks[4, healthcare, network intrusion,
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web-attack detection, video surveillance, image denoising,
fraud detection, etc.9 What makes the task of DAD
more difficult in the TI domain is that firstly, the docu-
ments have very similar content and secondly the train-
ing time needs to be as optimized as possible because
there is a need for frequent and constant improvement of
the DAD model in ADMS by frequent retraining. For ex-
ample, it is easier to model the distribution of a positive
class of political news against the sports news corpus as a
negative class because the two corpora have very distinct
words and contexts. But, the task of detecting anomalies
by modeling articles on cricket news where the expected
negative class articles are football news is difficult as both
the articles belong to the sports category and share simil-
ar words and context. Other than these complexities
which are specific to this domain, there are other generic
complexities involved with AD modeling in comparison to
traditional binary or multiclass classification modeling[19l.

The exclusivity of AD lies in the fact that only nor-
mal data (positive class) are considered for modeling. In
real-time scenarios, it is difficult or costly to gather the
non-positive class samplesl®. For example, a fraudulent
banking transaction is a very rare event compared to
non-fraudulent transactions. Due to a high imbalance and
cost, there arises the need for a single class data model-
ing which is supposed to identify the abnormality of any
anomalous behavior having known the normal pattern.
Unlike any binary or multiclass classification modeling
which is discriminatory in naturell0: 11, AD modeling is
more complex and the complexity grows by manifold
when data is multivariate, high-dimensional and sparse,
specifically for texts which follow the power-law distribu-
tionl!2l. The presence of features that are irrelevant can
camouflage the anomalies!3717. This is known as the
curse of dimensionality. A two-stage approach is neces-
sary for a system where in the first stage, the features are
engineered[!8] to discard the unwanted ones and repres-
ent the data in a much more concise and lower-dimen-
sional space with prominent attributes.

Classical approaches of AD do not proclaim consist-
ency with the increased dimensionality'?l of the datallfl.
There is a need for machine learning based technology
support in the domain of AD to cope with the curse of di-
mensionality!9. Although the growing popularity and ef-
fectiveness of the deep learning based approaches have
been noticed in recent years[l9 to solve various problems
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for image data including AD, little attention has been
paid to the AD for text datall2.

In the present study, a hybrid approach for anomaly
detection, using unstructured, image-based text docu-
ments concomitant to TI has been introduced and com-
pared with the traditional one-class support vector ma-
chine (OSVM)20.21 approach to achieve a model with
high performance and accuracy acceptable in a real-time
business process framework. A reconstruction-based ap-
proach using autoencoders (AE) has been adopted for fea-
ture extraction and dimensionality reduction followed by
AD using OSVM. Documents are represented in a vector
space using TF-IDF that has been considered the input
for AER2, Error distribution of the reconstruction loss
has been scrutinized before applying the statistical meas-
ures for measuring the distance of new data points. Ex-
periments have been carried out using multiple combina-
tions of positive classes and compared with results ob-
tained using only OSVM without dimensionality reduc-
tion[23l, The hybrid strategy achieved considerably higher
accuracy with enhanced performance.

The remainder of the paper is organized into five sec-
tions. Section 2 commences with a concise review of the
existing literature on AD, different techniques, and its ap-
plication. The methodology of the research is explained in
step by step approach in Section 3. Section 3 also affirms
the techniques of data preparation and feature mining ad-
opted for the experiments and presents the result of the
exploratory study of the data. All the decisions taken in
the methodology are backed by reasoning and those are
presented in this section. AE and the architecture adop-
ted for the experiment are explained in Section 4 follow-
ing which the OSVM based multivariate AD is discussed
in the same section. Finally, the results along with the
constraints and future scope of the experiments are dis-
cussed, analyzed in Section 5 followed by conclusive re-
marks in Section 6.

2 Background and related study

AD has been established as a technique useful for mul-
tiple disciplines over the past decade. Various methods of
AD evolved simultaneously with the progress of technolo-
gies(6: 24, A thorough background study has been conduc-
ted to explore different domains and techniques of AD al-
gorithms since 2009(0: 23],

2.1 Anomaly detection in various domains

Mahadevan et al.20l introduced the early incorpora-
tion of AD in computer vision on video sequence data
representing crowded scenes(2”. This work was continued
by them where they proposed localization and spatial,
temporal anomaly detection techniques. This research
was conducted to facilitate the video surveillance monit-
oring task. Sabokrou et al.?8] proposed a fully connected
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CNN architecture for anomaly detection in crowded
scenes to be incorporated in video surveillance.

A study on the intrusion detection system (IDS) was
presented by Kim et al.29 using a hybrid model of two
methods of misuse detection and anomaly detectionl30l.
The objective of the research was to be able to detect at-
tacks in a network system. The misuse detection compon-
ent was designed to detect the known attacks whereas an-
omaly detection was used for identifying unknown at-
tacks within the network. A self-supervised approach for
network intrusion detection based on a restricted
boltzmann machine is proposed by Fiore et al.Bll The au-
thors here brought attention to a crucial point of the
ever-changing and evolving nature of network anomalies
and the requirement of a self-supervised machine learn-
ing-based approach to deal with the dynamic nature of
intrusion.

AD is implemented in the application of remote sens-
ingB2. By studying the hyperspectral imagery object de-
tection, distinguishing is possible based on the spectral
signature of the objects. It is a well-known task for a re-
mote sensing community to be able to discriminate un-
common objects from known and common objects. Web
search engine accuracies depend highly on the offline
component of the engine which consists of a crawler, web
graph, and indexing. Anomalies in the web graph com-
ponent compromise highly on the search indexing and ac-
curacy. Papadimitriou et al.33] studied five different simil-
arity schemes to identify anomalies arising due to prob-
lems during preparation of the offline web graph compon-
ent. Ten et al.4 proposed an anomaly detection tool to
detect cyber-attacks to a power grid. An exponential in-
crease in the availability of streaming and time-series
data has been noticed with the rise of internet of things
(IoT) with real-time data sourcesB. The authors pro-
posed a generic anomaly detection mechanism to be used
for streaming data across domains.

Schlegl et al.30 proposed AnoGAN (anomaly detec-
tion generative adversarial network) in anomaly detec-
tion in imaging data produced in medical imaging for dis-
ease diagnosis and treatment responses. System logs are
important records of computer system behaviors to deal
with critical states as well as system failures. Mining the
log information helps in root cause failure analysis by
finding anomaly in the log sources. A sequence-based
deep learning model is proposed by Du et al.B7 Lu et
al.B8 proposed a reinforcement learning-based anomaly
detector to be used in unmanned aerial vehicles that are
used in farming, weather observation, infrastructure in-
spection, etc. Malicious user behavior in social networks
is one of the major problems in today’s world. Identify-
ing unusual behaviors helps to stop unwanted activities.
Study and modeling of normal user behavior and identify-
ing anomalies has been studied[39.

Yan and Yul showed a unique way to find anom-
alies in the field of production and health monitoring

(PHM). The authors claimed to have explored a deep
learning-based technique in a dire need to improve the
system.

2.2 Deep learning techniques in anomaly
detection

The above literature shows certain domains where an-
omaly detection is prevalently used. Network intrusion
detection is one among them. Video surveillance, hyper-
spectral imaging, medical imaging, search engine optimiz-
ation are other areas where many pieces of research have
been noticed in the past decadel*!l. There has been signi-
ficant research and improved application noticed in the
area of deep learning[42745] with the advent of computing
power and ever-increasing data size. Naturally, many re-
searchers have put in their efforts to study the applicabil-
ity of deep learning in the area of anomaly detection.

A hybrid approach of anomaly detection using deep
belief networks followed by one-class SVM like the
present study has been proposed[4dl. A thorough compar-
ative study has been conducted by the researchers to find
the best hyperparameters for the proposed hybrid al-
gorithm. The experiments were conducted with high di-
mensional data gathered from different IoT devices.

An and Chol” experimented with the anomaly detec-
tion using MNIST and KDD Cup 1999 network intrusion
dataset and proved reconstruction probability-based an-
omaly detection using variational autoencoder that per-
forms better than the reconstruction error-based anom-
aly detection using the autoencoder. They also con-
sidered the principal component-based approach for the
comparison and variational autoencoder (VAE) was es-
tablished to have outperformed all other methods.

Another study proposed by Sakurada and Yairil23] ex-
perimented with an autoencoder for non-linear dimension-
ality reduction, compared and proved to be performing
better than the principle component analysis and kernel
principle component analysis approaches of linear reduc-
tion of dimensionality. The unique aspect of the study is
that the researchers used artificially simulated time-series
satellite data as well as real data from spacecraft tele-
metry.

A unique study showed the applicability of a long-
short-term-memory (LSTM) based neural network ap-
proach to detect anomalies in the system loglsl. It was
experimented on along with traditional approaches of
data mining techniques and found to be performing bet-
ter than those approaches(37].

A contemporary study was conducted in the field of
production and health monitoring (PHM) system where
deep learning was used to extract the features automatic-
ally from multiple sensors of gas turbines to monitor the
health of combustors/40l. The authors claimed this study
to be the first in the field of PHM. They established the
argument concerning the traditional way of handcrafted
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feature generation comparing to the deep way of auto-
generation. The extreme learning machine (ELM) was
used for the anomaly detection task for both the hand-
crafted features and features generated using deep mech-
anism and the result showed a significant improvement in
accuracy with the features generated through the deep
learning mechanism.

Use of deep learning techniques replacing the tradi-
tional models has been noticed in orthodox fields such as
hyperspectral imagery[48l, anomalous event detection in a
video[%9, and network intrusion detectionl. There is a
clear dearth of study and utilization of deep learning
techniques discerned in the field of large texts.

2.3 Autoencoders in anomaly detection

The AD technique is not an inherent capability of any
state-of-the-art deep learning algorithms!l but for any
anomaly detector to perform, the supplied input features
are required to be engineered well so that the important
features can be identified and retained and at the same
time unimportant features can be expelled to deal with
the problem of dimensionality. Traditional approaches of
dimensionality reduction and feature extraction such as
PCA has its limitations, being linear in naturel??. Vari-
ous application domains today deal with data that have
non-linearly related features with a very high dimension.
Autoencoders are one such deep mechanism that apply
reconstruction-based mechanisms for nonlinear pattern
identification and are applied in diverse data types in re-
cent years for many applications including anomaly de-
tectionl?2l. With the advent of variations in autoencoders
such as variational autoencoders, denoising autoencoders,
a stacked autoencoder, we have noticed a growing pop-
ularity of reconstruction error and reconstruction probab-
ility based anomaly detection in various fields[®2].

AD in the field of medical imaging was researched us-
ing context-encoding variational autoencodersl>3 and was
proved to be better performing than the state-of-the-art
reconstruction error based anomaly detection. The study
was able to identify an abnormal region from a medical
image with much higher precision than the state-of-the-
art techniques.

Jeragh and AlSulaimil®¥ incorporated autoencoder
based hybrid techniques of credit card fraud detection.
The hybrid mechanism consisted of a layer of autoen-
coder followed by a standard OSVM. The model showed
results comparable with traditional OSVM.

Chong and Tayl! used an autoencoder based anom-
aly detector that used spatiotemporal data in the form of
video streaming and the accuracy was comparable with
state-of-the-art techniques.

2.4 Omne-class support vector machine for
anomaly detection

One-class SVM has been used more than any other al-
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gorithms for solving real-time issues pertaining to anom-
aly detection(®l. It is noticed that the researchers have
adopted various techniques to improve the accuracy of
OSVM by either plugging the algorithm with another
state-of-the-art feature extractor or by improving the al-
gorithm itself57-59. In the study, Amer and Goldstein/5¢
improved the OSVM by suggesting two approaches. They
made the outliers impact less on the decision boundary of
OSVM and tested the modification using the UCI ma-
chine learning data set and one of the approaches showed
a promising result.

A hybrid approach to combine a misuse detection and
an anomaly detection model is used2?. At the first step,
the misuse detection model was trained using a decision
tree and then the multiple anomaly detection model was
trained using OSVM to train subsets of known attack in-
formation. The proposed model showed better perform-
ance than conventional approaches.

Hejazi and Singhl6®l compared the performance of a
two-class SVM and one-class SVM with credit card fraud
data. The study was conducted with different kernels
with multiple settings of other parameters using both bal-
anced and unbalanced data sets. The result confirms the
superiority of the OSVM over the binary classifier.

Detecting system behavior anomalies at the host level
is a challenging task[6l. A high rate of false alarms has
been noticed using traditional techniques. The study
showed a novel approach of feature extraction and com-
bined that with an OSVM modell®2. The result showed
significant improvement in reducing false-positive predic-
tions.

2.5 Other methods to anomaly detection

Chandola et al.l’l adopted to solve anomaly detection
problems across various application domains into six
groups: classification, clusteringl63], nearest neighbor, stat-
istical, information theory and spectral theory based.

Classification based anomaly detectors are fur-
ther subdivided into four further subcategories and those
are:

1) Neural network based techniques: This category
consists of multi-layered perceptron, neural trees, auto-as-
sociative neural networks, adaptive resonance theory
based, radial basis function based, hopfield networks and
oscillatory network.

2) Bayesian network based.

3) Support vector machine based.

4) Rule based.

Nearest neighbor based anomaly detection was
further categorized into:

1) K-nearest neighbor based approach.

2) Density based approach.

Clustering based anomaly detection were identi-
fied to be containing the four below techniques:

1) K-means clustering.
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2) Expectation maximization (EM).

3) Self-organization map (SOM).

4) Clustering based local outlier factor (CBLOF).
Traditional statistical AD in the below techniques:
1) Regression model based.

2
3

)
) Parametric test based.
)
IMA) and autoregressive moving average (ARMA).
)
)

Autoregressive integrated moving average (AR-

4
5) Non-parametric test based.

Kernel function.

3 Methodology

The experiments were conducted with real-time docu-
ment samples collected from the production data store of
two document management systems (DMSs) of a reputed
TI company, partially automated using typical RPA. In
one business process, the expected document types are
purchase and sales agreement (PSA), medium property
details report (MPDR) and TAXES and in the other
business process, the expected incoming documents to the
ADMS are DEED, title commitment (TC) and voluntary
lien report (VLR). Document types from the first process
were considered as Group 1 and the same from the latter
process were considered as Group 2.

The unique need of the ADMS is that, within the
workflow of the ADMS, some of the classifiers expect only
one document type and some expect a combination of
multiple documents. Due to this, it is not enough for the
AD to work on a single type of document but also a com-
bination of multiple document types. In traditional AD, it
is noticed that the known data points belong to a single
population but in the present study, it is also taken into
consideration that the known data points or positive class
data points may come from multiple populations. Being
discriminatory in nature, a regular classifier has limita-
tions to identify an unknown class. It always classifies an
unknown observation as one of the classes it was trained
on.

These experiments aimed to study the possibility of an
AD, associated with an AE component which reduces the
dimensionality of the document features without com-
promising the accuracy of it and improves the overall per-
formance and manageability of the system. Two simul-
taneous experiments were designed which were carried
out in the below stages as shown in Fig.2. In one experi-
ment, the traditional technique of OSVM was considered,
and in the other, one OSVM was accompanied by AE for
feature extraction and dimensionality reduction.

Data Collection: Random sampling was done from
each class of documents keeping the number proportional
to the propensity of the documents in the process which
makes the class distribution imbalanced and adds anoth-
er degree of complexity. Fig.3 below shows the count dis-
tribution of the selected samples of six different docu-
ment types. The most important component in ADMS is

the classification module. This module identifies an in-
coming document as one of the types the classifier is
trained on and passes on to the next module that is the
information extractor, etc. A limitation of a classifier is
that due to the discriminatory naturelld of it, it always
classifies the incoming document as one of the trained
types despite the possibility that the incoming document
does not belong to any of the trained types.
Pre-processing: Sample documents were of two
formats, image-based portable ducument format and
tagged image file format. Text data were extracted from
the images using the optical character recognition (OCR)
engine. Standard text pre-processing techniques were ad-
opted in the study. Operations such as lowercasing, stop-
word removal, punctuation removal, numeric values re-
moval, non-ASCII character removal were performed
chronologically on the corpus. Document term matrix was
prepared. After removing all those tokens that appeared
in less than ten documents. It ensured the removal of
most of the non-dictionary and gibberish tokens gener-
ated due to limitation of OCR for poor quality images.
Exploration: A thorough exploratory analysis was
performed to understand the data adequately in the first

( Pre-processing HOCR)

Feature extraction

Experiment 2 Experiment 1

Anomaly detection

Dimensionality
reduction

Anomaly detection

Performance
comparison

Fig.2 Stages of experiment
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stage of the experiment. As the present study is more fo-
cused on understanding the distribution of the data and
concept learning, exploring the data through techniques
used in unstructured text data mining was very import-
ant. The size and distribution of the tokens associated
with each type of documents were explored before repres-
enting the documents into an mn-dimensional feature
space.

Feature extraction: After extracting the text data
from the images and performing standard pre-processing
tasks, documents were represented in feature space using
the two most popular embedding techniques(64. TF-IDF
vectorization and Doc2Vec embedding (derived from
Word2Vec)[65] were evaluated for the study. Both the
techniques represented the documents in a very high di-
mensional space which was impossible to visualize in its
original form. Projecting the high dimensional space into
two-dimensions or three-dimensions was necessary for the
visualization of the documents in space.

Eighty documents were sampled randomly from each
category and represented in a 2D space using the t-dis-
tributed stochastic neighboring embedding (¢-SNE)[66 al-
gorithm to visualize the distribution of the documents in
a 2D space. The visualization was created for both TF-
IDF and Doc2Vec featureslf6l. Stochastic neighboring em-
bedding converts the Euclidian distance of two points
a;,b; on a high dimension space into the conditional prob-
ability p;; that represents the similarity. p;; represents
the probability of selecting a; as neighbor from a Gaussi-
an distribution with mean at a;. The value of p;); is relat-
ively low for data points that are separated wider than
those points which are closer to each other. Mathematic-
ally, p;|; is represented as

exp (=lai — a4]*/207)
Zk;ﬁi exp (*”ai - ak‘|2/202)

(1)

Pjli =

where o; is the variance of the Gaussian distribution for
which the mean is a;. Considering the value of p;;= 0,
qj)i is the conditional probability of the similarity of the
same two data points in the lower dimension, g¢;; is
represented as

exp (— |l — 1;1|°)

2
>k exp (=1l — L% @

%l =

where variance in the lower dimension is If the

1
7
mapping of high dimensional points is correctly done in
lower dimension, p;; and g;|; will be the same. From this
observation, the objective of ¢-SNE is to minimize the
difference between p;|; and ¢;|; using the Kullback-Leibler
divergence using gradient descent. The cost function is

represented by
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C= ZKL (PiQj) = Zmelogp“’f- (3)

aj|

Figs.3 and 4 show the 2D representation of the docu-
ments and the document classes have a well-separated
boundary in 2D space. TF-IDF representation of the fea-
tures showed a clearer separation boundary than that of
Doc2Vec. t-SNE representation for Doc2Vec had an over-
lapping region of DEED and PSA documents. Learning
the distribution of PSA and DEED would be difficult us-
ing Doc2Vec because of the overlapping region of both
the document types. There were two advantages of using
Doc2Vec over TF-IDF. Dimensionality and sparsity could
not be controlled in TF-IDF measure. However, in
Doc2Vec, the dimensionality could be controlled, and
sparsity is nil as mentioned in Table 1.

Based on the visual exploration of the data points, the
TF-IDF representation of the documents was chosen over
the Doc2Vec for the present study due to a better separa-
tion of PSA and DEED classes. In a process where PSA
is the only expected positive class, if an incoming DEED
document is observed by the AD module, it would be a
very difficult job for the AD to be able to detect the in-
coming document as an anomaly if the documents were
represented in the feature space using Doc2Vec.

Architecture 1: Documents were represented in the
TF-IDF or Doc2Vec feature space and sent to OSVM for
anomaly detection.

Architecture 2: Documents were represented in TF-
IDF feature space followed by dimensionality reduction
using autoencoder followed by OSVM for anomaly detec-
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Fig. 4 Projection of documents using TF-IDF feature space on
a 2D plane using t-SNE. Color versions of the figures in this
paper are available online.

Table 1 Dimensions and sparsity of the document vectors
represented using TF-IDF and Doc2Vec

Dimension Sparsity
TF-IDF 8310 x 16 000 97.09%
Doc2Vec 8310 x 300 0%
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tion as shown in Fig.5. The autoencoder model was
trained separately with multiple latest dimensions. The
generic architecture of both autoencoder training and the
AD model is shown in Fig.6.

TF-IDF (Term frequency - inverse document
frequency): TF-IDF is a well-accepted techniquel®4 in
the field of data mining, used for information extraction,
search engines, the numerical representation of text data,
etc. This is a metric of a combination of two numbers.
This is a metric of a combination of two numbers: term
frequency TF and inverse document frequency IDF. Term
frequency tf(t,d) is the frequency of a token within a
document represented by f: 4 where ¢ is the term and d is
the document. But just considering the frequency of a
word within a document does not reflect the true import-
ance of the word. The importance of a highly frequent
word becomes less if that word is very frequent in all the
documents of the corpus. The importance is proportional
to the rarity of the word in the corpus.

Support vector machine: Two sets
X € {x1,x2,--- ,2n} and Y € {1, 1} belonging to R* are
mapped by a surjective function F': X — Y. Y here de-
termines the class label of the data points(67. SVM
projects the data points in a higher dimension R" where
n > d using a nonlinear function 3. Data points which
cannot be separated by a hyperplane of dimension d can

ol
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Fig.5 Architecture 2: Engineered TF-IDF features using
autoencoder used by OSVM for anomaly detection

Bottleneck

|

O’/ Hidden Hidden

Input Output

QO
O
O
O
O
A

Fig. 6 Architecture 2: A generic architecture of an autoencoder

now be separated by a hyperplane in dimension n.

One-class SVM: One-class SVM continues the same
philosophy of classification discussed above. There are
two types of OSVM which has been extensively used in-
terchangeably in different experiments over time. One is
the hyperplane based maximum margin approach(20, 21]
and the other takes a spherical boundary approachll. In
the present study, the hyperplane based OSVM has been
used.

In the first type, all the data points in the domain
R", are separated from the origin to place them as far as
possible from the origin. The hyperplane which maxim-
izes the distance of the data points from the origin is used
for the binary function which returns +1 if the point is
near the data points and —1 otherwise.

Another approach showed a variation with a hyper-
sphere optimization instead of taking a hyper-planner ap-
proachl, In this approach, a sphere with center ¢ and
radius R, the volume R? is minimized to include all posit-
ive data points within the hypersphere. This approach is
more effectively adopted for the anomaly detection scen-
arios.

Autoencoder: Not all the features in the TF-IDF
feature space have equal importance in the representa-
tion of the document. It was necessary to extract the fea-
tures with higher prominence in the documents and ig-
nore the other features®8]. There were two advantages to
this. Firstly, the dimensionality of the data was reduced
and secondly, the important features were extracted for
feature representation. Two well-known techniques of the
dimensionality reduction are principal component analys-
is and autoencoder. The former is a linear dimensionality
reduction technique that works on the variability of the
component whereas AE is a nonlinear method of dimen-
sion reduction?? that can find non-linear complex hidden
patterns. In the present study, as we are dealing with
vector representation of documents of a huge text corpus
and the features have no linear relationship with each
other, AE was a better choice of algorithm for this task.

AE network architecture for the present study:
In the present study, a hybrid approach has been adop-
ted to detect the anomalous documents. In the first stage,
a neural network-based machine learning approach has
been adopted for feature extraction and representation
followed by OSVM for outlier detection. This architec-
ture was tested with different input combinations to es-
tablish the finding. The overall architecture is described
in Figs. 6-8.

Network layers: The input layer dimension in our
study was 16000 (obtained from TF-IDF representation)
which we have represented in four different dimensions
(32, 64, 128, 256) after reduction using autoencoder. The
architecture of the network varied depending on the size
of the bottleneck layer. Every hidden layer was designed
to have a 50% reduction in terms of the previous layer di-
mension. For example, if the input layer had 16000 di-
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Fig. 7 Projection of documents using Doc2Vec embedding on a
2D plane using t-SNE

Documents
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Fig. 8 Architecture 1: TF-IDF and Doc2Vec features directly
used by O-SVM for anomaly detection

mensions (number of nodes), then the immediate next
hidden layer had 8000 nodes which is 50% of the size of
the previous layer. Following this pattern, we have six-
layered encoding for a target bottleneck of 256 dimen-
sions, seven for 128 and eight for 64 and nine for 32.
Activation function: The choice of hyperparamet-
ers for the autoencoder has been completely based on the
experiment. The activation function used for all the lay-
ers apart from the encoder side of the bottleneck is
“tanh”. The layer before the bottleneck has the activa-

« ”

tion function “elu”. “tanh” being a hyperbolic tangent
function produces output in the range of [-1, +1] where-
z, ifz>0,
ae® —=1), ifz<0

range until the output reaches —a. The range of possible

as “elu” f(z)= produces smooth

values of TF-IDF vectors is always positive and the
motive behind using a linear unit family activation func-
tion in the bottleneck layer is to allow the system to re-
produce the values of the input representation.

Loss function: Cosine proximity (CP) was chosen as
a preferred loss function over mean squared error (MSE)
since the dataset used for the research is text. MSE is not
an appropriate representation of similarity or dissimilar-
ity among text data as it does not consider the angle
between two vectors. It only considers the magnitude of
vectors for calculating the dissimilarity where the similar-
ity of content between two document vectors can be un-
derstood more by the cosine angle than the difference in
magnitude. Given two vectors P and @), the cosine simil-
arity is represented as (4). The negative of cosine proxim-
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ity is minimized in this loss function as part of the gradi-
ent descent.

PRI />, PP/, QF

P-Q 1 PiQi (4)

4 Experiments

Two sets of experiments were conducted with the data
to prepare a comparative study of the accuracy and per-
formance of the anomaly detector. The data and pro-
cesses were real-time. The experiment producing the best
result in terms of both the accuracy and performance
factors would be chosen for the implementation in a real-
time ADMS. The uniqueness of the AD model here is
that, multiple classes together form the positive class and
the AD needs to detect all other documents as an anom-
aly. The experiment design is a real-time requirement
from the industry.

Six document types were divided into two groups. In
the first group, PSA, MPDR and TAXES document
types were considered, and the other group had DEED,
TC and VLR. Six combinations of document types for
each group were studied based on the process definition
of the title production system. There could be one more
combination of positive classes possible for each group,
i.e., the combination of all three document types.
However, only the below combinations (Table 2) are con-
sidered for the present study.

Each combination was trained and tested with an
eighty-twenty train and test split, taking both polynomi-
al degree 3 and 4 and RBF kernels with v value 0.05 to
0.4 incremented by 0.05 every time. Both inlier accuracy
and outlier accuracy along with the training time were
captured after every experiment.

In Experiments 2, the same combinations of docu-

Table 2 Combinations treated as positive class for the
experiment

Positive class

PSA
MPDR
TAXES
Group 1
PSA+MPDR
PSA+TAXES

MPDR+TAXES

DEED
TC
VLR
Group 2
DEED+TC
DEED+VLR

VLR4TC
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ments were considered but the documents were represen-
ted in a lower-dimensional feature space using deep learn-
ing techniques. AE was used for the representation of the
documents in latent space with much lower dimensions.

Experiment 1: The first set of experiments were
conducted by directly sending the features into an OS-
VM model. The model was tuned with hyperparameters
to obtain the best result. The training sample collected
for the positive classes was manually verified and chosen
and there was no possibility of the presence of outliers.
The samples had variations, but the intent of the experi-
ment was to make the model learn all possible variations
of the samples. To find the optimal v, it was varied from
0.01 to 0.5 to capture F1 score and Recall.

Observation: It is noticed that p ranging from 0.05
to 0.01, the accuracy scores were stabilized (Fig.9). Be-
cause of this reason, the v value was kept at default 0.01
which meant that there was very little room for the pres-
ence of outliers. The value of 7 was varied from the de-
fault which is 1/n x var (z) to v x 2'° increasing it by
gepoch at every step.

3014 positive samples were used for training, 754 pos-
itive and 2603 negative samples were used for the testing.
The experiment was conducted with two different kernels,
RBF and polynomial with degrees 3 and 4. As an out-
come, the positive class accuracy (PCA), F1 score, train-
ing time (TT) and average inference time (AIT) of the
models were captured which is shown in Tables 3—-14.

Observation: It is observed that the OSVM with
RBF kernel performed steadily in terms of F1 score and
PCA. The polynomial kernel with low y value performed
below expectation but the system performed much more
steadily than that of RBF kernel when the y value reached
0.5 and above.

Experiment 2: The second set of experiments was
conducted with a reduced dimension of the TF-IDF fea-
ture space to obtain better performance. TF-IDF fea-
tures were reduced to four lower dimensions (32, 64, 128
and 256) and considering the training and validation loss,
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Fig. 9 Change of F'1 and Recall with changing values of v

a 64 dimension feature space was finalized as the input
for the OSVM AD model. Reconstruction loss for both
the training and validation sets were captured for the it-
erations and compared. Fig.10 shows the loss conver-
gence over the epochs for various dimensions. The recon-
struction loss was calculated in terms of the cosine prox-
imity whereas the model training was performed over
MSE.

Observation: The validation loss of 64 dimensional
latent space was the minimum during the convergence.

To confirm the above observation, four AE models
with 32, 64, 128 and 256 dimensional latent space were
trained only with the PSA document class and inferred
with all document classes to calculate the actual recon-
struction loss. If the AE model was able to train well, re-
construction loss of document types other than PSA
should be high as the model did not learn to reconstruct
those vectors. Fig.11 plots capturing the reconstruction
loss of different document types confirms that the as-
sumption was true.

Observation: The median value of the reconstruc-
tion loss for 64 dimensional latent space was observed to
be the minimum compared to the other three dimensions.
Hence, the further experiments were conducted with the
features represented in 64 dimensional latent space.

After this point, the same set of experiments as con-
ducted in Experiment 1 were conducted in Experiment 2.
All the combinations mentioned in Table 2 were con-
sidered as positive classes and the OSVM model was
trained. In OSVM, both RBF and polynomial (degree 4)
kernels were used along with varying v values from
05 to 0.01. As we encountered acceptable accuracies with
the default v value of OSVM, i.e., “scale”, the v values
were kept constant. For every experiment, the positive
class accuracy and the F1 score were captured and com-
pared. The results are shown in Figs.12 and 13.

Observation: The hybrid approach of AD produces
better results when the polynomial kernel is used. For
seven positive class combinations, the accuracy was cap-
tured above 90% with the lower v value. For two combin-
ations, the optimal accuracy was obtained at two differ-
ent p levels. There are four combinations for which the
F'1 scores were not in an acceptable range. Further stud-
ies can be performed to improve the accuracies for these
four combinations.

Performance: Apart from experimenting with accur-
acy, the aim of the study was to also compare the per-
formance of the models. Training and inference timings of
the models are the key factors in the real-time use in title
production. Though the accuracies in the traditional
models were well above 90% and in a business acceptable
range and comparable with the hybrid approach, the
reasoning behind dimensionality reduction was to make
the model perform better without compromising the ac-
curacy. Fig.14 captures the training time and the aver-
age inference time of the predictions for both hybrid mod-
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Table 3 Group 1 Combination 1, Kernel: RBF and polynomial Table 5 Group 1 Combination 3, Kernel: RBF and polynomial
PC | K v F1 PCA TT AIT PC K v F1 PCA  TT AIT

2 0.946 19 0.8978 27.685 0.0085 2.0000 0.9729 0.9824 2.7063 0.0022
1 0.97554 0.9522 16.180 0.0046 1.0000 0.9767 0.9844 2.1335 0.0017
0.5 0.98108 0.9628 13.376 0.0033 0.5000 0.9845 0.9883 1.6854 0.0012
0.25 0.98314 0.9668 10.795 0.0027 0.2500 0.9806 0.9864 1.4338 0.0010
0.125 0.986 55 0.9734 10.288 0.0024 0.1250 0.9806 0.9864 1.4737 0.0010
0.0625 0.98724 0.9748 9.7841 0.0022 0.0625 0.9806 0.9864 1.4375 0.0009
0.03125  0.98791 0.9761 9.3847 0.0022 0.0313 0.9806 0.9864 1.5722 0.0010
RBF 0.01562 0.98791 0.9761 9.3416 0.0023 RBF 0.0156 0.9806 0.9864 1.4561 0.0009
0.00781 0.98791 0.9761 8.9574 0.0021 0.0078 0.9806 0.9864 1.3805 0.0009
0.00390 0.98791 0.9761 8.5289 0.0018 0.0039 0.9806 0.9864 1.2332 0.0007
0.00195 0.986 55 0.9734 7.7532 0.0017 0.0020 0.9535 0.9723 1.1323 0.0007
0.00097 0.98451 0.9694 7.0821 0.0014 0.0010 0.6822 0.8073 1.1180 0.0007
0.00048 0.97832 0.9575 5.9705 0.0010 0.0005 0.9496 0.9703 0.8654 0.0005
0.00024 0.996 00 0.9920 5.2499 0.0009 0.0002 0.3372 0.5014 0.7411 0.0004
0.00012 0.996 00 0.9920 4.6997 0.0009 0.0001 0.0194 0.0380 0.5813 0.0004
6.1E-05 0.43243  0.27582  3.88056  0.0009 6.1E-05 0.0271 0.0528 0.5506 0.0004

PSA TAXES
2 0.9151 0.8435 44.8306  0.0140 2.0000 0.9651 0.9822 2.6744 0.0022
1 0.9158 0.8448 44.1669  0.0138 1.0000 0.9612 0.9802 2.6948 0.0022
0.5 0.9135 0.8408 41.6490 0.0126 0.5000 0.9574 0.9782 2.5096 0.0020
0.25 0.2403 0.1366 13.9885 0.0042 0.2500 0.8721 0.9317 1.6069 0.0013
0.125 0.1173 0.0623 4.63337 0.0011 0.1250 0.0194 0.0380 0.5342 0.0004
0.0625 0.1243 0.066 3 3.78379  0.0009 0.0625 0.0194 0.0380 0.5742 0.0004
0.03125 0.1243 0.066 3 3.11586  0.0009 0.0313 0.0194 0.0380 0.5205 0.0004
Poly 0.01562 0.1243 0.066 3 2.82930 0.0011 Poly 0.0156 0.0194 0.0380 0.5363 0.0004
0.00781 0.1243 0.066 3 2.90496 0.0008 0.0078 0.0194 0.0380 0.4988 0.0004
0.00390 0.1243 0.066 3 2.90937 0.0008 0.0039 0.0194 0.0380 0.5705 0.0004
0.00195 0.1243 0.0663 2.93636  0.0008 0.0020 0.0194 0.0380 0.5080 0.0004
0.00097 0.1243 0.0663 3.00021  0.0009 0.0010 0.0194 0.0380 0.5038 0.0004
0.00048 0.1243 0.066 3 2.89418  0.0008 0.0005 0.0194 0.0380 0.5116 0.0004
0.00024 0.1243 0.066 3 2.82138 0.0008 0.0002 0.0194 0.0380 0.5093 0.0004
0.00012 0.1243 0.066 3 2.82865 0.0008 0.0001 0.0194 0.0380 0.5266 0.0004
6.1E-05 0.1243 0.0663 2.82616  0.0008 6.1E-05 0.0194 0.0380 0.5051 0.0004
Table 4 Group 1 Combination 2, Kernel: RBF and polynomial Table 6 Group 1 Combination 4, Kernel: RBF and polynomial

PC K v F1 PCA  TT AIT PC K v FI PCA TT  AIT
2.0000 0.9506 0.9747 2.8080 0.0023 2.0000 0.9145 0.9553 56.3283 0.0125
1.0000 0.9658 0.9788 2.1094 0.0014 1.0000 0.9607 0.9799 33.3234 0.0069
0.5000 0.9620 0.9768 1.7351 0.0013 0.5000 0.9744 0.9871 27.0313 0.0052
0.2500 0.9696 0.9808 1.6913 0.0011 0.2500 0.9794 0.9896 22.2409 0.0043
0.1250 0.9696 0.9808 1.6164 0.0010 0.1250 0.9803 0.9901 20.6766 0.0037
0.0625 0.9734 0.9827 1.5424 0.0009 0.0625 0.9833 0.9916 19.8318 0.0035
0.0313 0.9696 0.9808 1.5254 0.0010 0.0313 0.9823 0.9911 20.2884 0.0034
RBF 0.0156 0.9696 0.9808 1.6757 0.0009 RBF 0.0156 0.9823 0.9911 19.6910 0.0033
0.0078 0.9696 0.9808 1.3725 0.0008 0.0078 0.9833 0.9916 20.9988 0.0032
0.0039 0.9658 0.9788 1.3124 0.0007 0.0039 0.9813 0.9906 18.2908 0.0030
0.0020 0.9696 0.9808 1.1665 0.0006 0.0020 0.9803 0.9901 16.1793 0.0025
0.0010 0.9506 0.9709 1.0167 0.0004 0.0010 0.9626 0.9810 15.0767 0.0022
0.0005 0.7148 0.8337 0.8053 0.0004 0.0005 0.9312 0.9644 12.5976 0.0018
0.0002 0.6654 0.7991 0.6781 0.0004 0.0002 0.9794 0.9896 11.8095 0.0015
0.0001 0.6768 0.8073 0.6210 0.0004 0.0001 0.5556 0.7143 9.8810 0.0015
6.1E-05 0.7300 0.8440 0.5765 0.0004 6.1E-05 0.5329 0.6953 8.4059 0.0016
MPDR PSA+MPDR

2.0000 0.9392 0.9686 3.1121 0.0023 2.0000 0.8692 0.9300 83.7114 0.0195
1.0000 0.9468 0.9727 2.9506 0.0024 1.0000 0.8692 0.9300 83.9049 0.0198
0.5000 0.9430 0.9706 2.8929 0.0023 0.5000 0.8663 0.9283 76.4466 0.0177
0.2500 0.9049 0.9501 1.4003 0.0011 0.2500 0.2507 0.4009 30.9581 0.0069
0.1250 0.6350 0.7767 0.5627 0.0004 0.1250 0.6175 0.7635 6.9060 0.0015
0.0625 0.6996 0.8233 0.5998 0.0004 0.0625 0.6962 0.8209 6.3406 0.0015
0.0313 0.6996 0.8233 0.5067 0.0004 0.0313 0.6962 0.8209 6.4808 0.0016
Poly 0.0156 0.6996 0.8233 0.5039 0.0004 Poly 0.0156 0.6962 0.8209 6.7475 0.0016
0.0078 0.6996 0.8233 0.5406 0.0004 0.0078 0.6962 0.8209 6.4375 0.0015
0.0039 0.6996 0.8233 0.5482 0.0004 0.0039 0.6962 0.8209 6.6395 0.0015
0.0020 0.6996 0.8233 0.5186 0.0004 0.0020 0.6962 0.8209 6.4622 0.0015
0.0010 0.6996 0.8233 0.5150 0.0004 0.0010 0.6962 0.8209 6.4961 0.0015
0.0005 0.6996 0.8233 0.5280 0.0004 0.0005 0.6962 0.8209 6.4113 0.0015
0.0002 0.6996 0.8233 0.5109 0.0004 0.0002 0.6962 0.8209 6.7328 0.0016
0.0001 0.6996 0.8233 0.5154 0.0004 0.0001 0.6962 0.8209 6.3336 0.0015
6.1E-05 0.6996 0.8233 0.5033 0.0004 6.1E-05 0.6962 0.8209 6.3235 0.0016
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Table 7 Group 1 Combination 5, Kernel: RBF and polynomial Table 9 Group 2 Combination 1, Kernel: RBF and polynomial
PC K v F1 PCA TT  AIT PC K v F1 PCA TT AIT
2.0000 0.9051 0.9502 54.9255 0.0124 2.0000 0.2963 0.4571 4.1625 0.0105
1.0000 0.9407 0.9695 32.3525 0.0064 1.0000 0.5833 0.7368 2.2738 0.0057
0.5000 0.9565 0.9778 24.5071 0.0046 0.5000 0.7222 0.8254 1.4766 0.0036
0.2500 0.9704 0.9850 21.9204 0.0039 0.2500 0.7407 0.8290 1.1915 0.0030
0.1250 0.9743 0.9870 20.4208 0.0035 0.1250 0.7593 0.8325 1.1533 0.0027
0.0625 0.9733 0.9865 19.8260 0.0034 0.0625 0.7685 0.8384 1.1606 0.0025
0.0313 0.9773 0.9885 19.5137 0.0033 0.0313 0.7778 0.8442 0.9847 0.0022
RBF 0.0156 0.9773 0.9885 19.0924 0.0034 RBF 0.0156 0.7500 0.8265 0.8861 0.0019
0.0078 0.9763 0.9880 18.8371 0.0035 0.0078 0.7130 0.8021 0.6885 0.0013
0.0039 0.9713 0.9855 18.2730 0.0030 0.0039 0.5556  0.7018 0.5796 0.0010
0.0020 0.9664 0.9829 16.2048 0.0025 0.0020 0.1667 0.2857 0.3696 0.0006
0.0010 0.9713 0.9855 14.2056 0.0021 0.0010 0.0000 0.0000 0.1692 0.0003
0.0005 0.7945 0.8855 12.2956 0.0017 0.0005 0.1204 0.2149 0.1260 0.0002
0.0002 0.9931 0.9965 11.8141 0.0015 0.0002 0.0833 0.1538 0.1032 0.0002
0.0001 0.9960 0.9980 10.4107 0.0015 0.0001 0.0833 0.1538 0.1039 0.0002
6.1E-05 0.9901 0.9950 8.5068 0.0016 6.1E-05 0.0833 0.1538 0.1057 0.0002
PSA+TAXES DEED
2.0000 0.8626 0.9263 87.3693 0.0202 2.0000 0.1759 0.2992 6.0433 0.0125
1.0000 0.8636 0.9268 84.9025 0.0192 1.0000 0.1759 0.2992 5.4637 0.0095
0.5000 0.8557 0.9223 78.2043 0.0179 0.5000 0.1296 0.2295 4.0447 0.0095
0.2500 0.1591 0.2745 30.8067 0.0068 0.2500 0.0000 0.0000 0.3503 0.0005
0.1250 0.1285 0.2277 7.2576 0.0016 0.1250 0.0000 0.0000 0.0925 0.0002
0.0625 0.2964 0.4573 6.4696 0.0015 0.0625 0.0000 0.0000 0.1025 0.0002
0.0313 0.2964 0.4573 6.3681 0.0015 0.0313 0.0000 0.0000 0.0975 0.0002
Poly 0.0156 0.2964 0.4573 6.4391 0.0015 Poly 0.0156 0.0000 0.0000 0.0947 0.0002
0.0078 0.2964 0.4573 6.4442 0.0015 0.0078 0.0000 0.0000 0.0930 0.0002
0.0039 0.2964 0.4573 6.4331 0.0015 0.0039 0.0000 0.0000 0.0907 0.0002
0.0020 0.2964 0.4573 6.3368 0.0015 0.0020 0.0000 0.0000 0.0918 0.0002
0.0010 0.2964 0.4573 6.5316 0.0015 0.0010 0.0000 0.0000 0.0990 0.0002
0.0005 0.2964 0.4573 6.4667 0.0015 0.0005 0.0000 0.0000 0.0929 0.0002
0.0002 0.2964 0.4573 6.3241 0.0015 0.0002 0.0000 0.0000 0.0907 0.0002
0.0001 0.2964 0.4573 6.3171 0.0015 0.0001 0.0000 0.0000 0.0960 0.0002
6.1E-05 0.2964 0.4573 6.5906 0.0015 6.1E-05 0.0000  0.0000 0.0929 0.0002
Table 8 Group 1 Combination 6, Kernel: RBF and polynomial Table 10 Group 2 Combination 2, Kernel: RBF and polynomial
PC K o F1 PCA TT AIT PC K y F1 PCA TT AIT
0.9367 0.9654 8.9578 0.0042 2.0000 0.9145 0.9553 56.3283 0.0125
1 0.9635 0.9795 7.5232 0.0029 1.0000 0.9607 0.9799 33.3234 0.0069
0.5 0.9770 0.9864 6.0763 0.0022 0.5000 0.9744 0.9871 27.0313 0.0052
0.25 0.9808 0.9884 5.6920 0.0019 0.2500 0.9794 0.9896 22.2409 0.0043
0.125 0.9846 0.9903 4.8941 0.0019 0.1250 0.9803 0.9901 20.6766 0.0037
0.0625 0.9846 0.9903 5.2747 0.0018 0.0625 0.9833 0.9916 19.8318 0.0035
0.0313 0.9846 0.9903 5.4708 0.0017 0.0313 0.9823 0.9911 20.2884 0.0034
RBF 0.0156 0.9827 0.9894 5.1279 0.0017 RBF 0.0156 0.9823 0.9911 19.6910 0.0033
0.0078 0.9827 0.9894 5.1108 0.0016 0.0078 0.9833 0.9916 20.9988 0.0032
0.0039 0.9770 0.9864 3.9053 0.0015 0.0039 0.9813 0.9906 18.2908 0.0030
0.0020 0.9578 0.9765 3.8955 0.0012 0.0020 0.9803 0.9901 16.1793 0.0025
0.0010 0.9290 0.9613 3.5238 0.0010 0.0010 0.9626 0.9810 15.0767 0.0022
0.0005 0.8868 0.9381 3.2836 0.0009 0.0005 0.9312 0.9644 12.5976 0.0018
0.0002 0.9962 0.9962 2.8364 0.0008 0.0002 0.9794 0.9896 11.8095 0.0015
0.0001 0.9789 0.9874 2.4240 0.0008 0.0001 0.5556 0.7143 9.8810 0.0015
6.1E-05 0.0403 0.0772 1.9183 0.0008 6.1E-05 0.5329 0.6953 8.4059 0.0016
MPDR+4TAXES TC
2.0000 0.9443 0.9714 10.5177 0.0045 2.0000 0.8692 0.9300 83.7114 0.0195
1.0000 0.9424 0.9704 10.5182 0.0044 1.0000 0.8692 0.9300 83.9049 0.0198
0.5000 0.9463 0.9724 10.0883 0.0042 0.5000 0.866 3 0.9283 76.4466 0.0177
0.2500 0.8100 0.8950 5.7079 0.0022 0.2500 0.2507 0.4009 30.9581 0.0069
0.1250 0.0787 0.1459 2.1876 0.0008 0.1250 0.6175 0.7635 6.9060 0.0015
0.0625 0.0480 0.0916 1.8155 0.0008 0.0625 0.696 2 0.8209 6.3406 0.0015
0.0313 0.0480 0.0916 1.7957 0.0008 0.0313 0.696 2 0.8209 6.4808 0.0016
Poly 0.0156 0.0480 0.0916 1.7299 0.0008 Poly 0.0156 0.6962 0.8209 6.7475 0.0016
0.0078 0.0480 0.0916 1.8478 0.0009 0.0078 0.696 2 0.8209 6.4375 0.0015
0.0039 0.0480 0.0916 1.6383 0.0007 0.0039 0.696 2 0.8209 6.6395 0.0015
0.0020 0.0480 0.0916 1.9589 0.0008 0.0020 0.6962 0.8209 6.4622 0.0015
0.0010 0.0480 0.0916 1.7586 0.0008 0.0010 0.696 2 0.8209 6.496 1 0.0015
0.0005 0.0480 0.0916 1.8024 0.0008 0.0005 0.696 2 0.8209 6.4113 0.0015
0.0002 0.0480 0.0916 1.7519 0.0008 0.0002 0.6962 0.8209 6.7328 0.0016
0.0001 0.0480 0.0916 1.8995 0.0008 0.0001 0.6962 0.8209 6.3336 0.0015
6.1E-05 0.0480 0.0916 1.7568 0.0007 6.1E-05 0.696 2 0.8209 6.3235 0.0016
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Table 11 Group 2 Combination 3, Kernel: RBF and polynomial Table 13 Group 2 Combination 5, Kernel: RBF and polynomial
PC | K v F1 PCA TT AIT PC K v FI PCA TT  AIT

2.0000 0.9580 0.9786 1.4337 0.0010 2.0000 0.8027 0.8906 13.8363 0.0099

1.0000 0.9771 0.9884 1.0730 0.0007 1.0000 0.8730 0.9322 8.5434 0.0052

0.5000 0.9771 0.9884 1.0679 0.0006 0.5000 0.9243 0.9580 5.7540 0.0037

0.2500 0.9809 0.9904 0.9643 0.0006 0.2500 0.9297 0.9542 5.6717 0.0035

0.1250 0.9809 0.9904 0.8669 0.0005 0.1250 0.9378 0.9572 5.4588 0.0027

0.0625 0.9847 0.9923 0.8693 0.0005 0.0625 0.9432 0.9601 5.3236 0.0027

0.0313 0.9847  0.9923 0.8648 0.0005 0.0313 0.9459 0.9602 5.1715 0.0027

RBF 0.0156 0.9847 0.9923 0.8685 0.0006 RBF 0.0156 0.9514 0.9631 4.9427 0.0025
0.0078 0.9847 0.9923 0.8288 0.0006 0.0078 0.9405 0.9587 4.4087 0.0022

0.0039 0.9847 0.9923 0.9024 0.0005 0.0039 0.9243 0.9474 3.3093 0.0017

0.0020 0.9809 0.9904 0.8109 0.0005 0.0020 0.8568 0.9135 2.6842 0.0014

0.0010 0.9656 0.9825 0.7909 0.0005 0.0010 0.7135 0.8328 1.8711 0.0011

0.0005 0.6870 0.8145 0.6472 0.0004 0.0005 0.3568 0.5217 1.2479 0.0005

0.0002 0.1641 0.2820 0.5807 0.0003 0.0002 0.3378 0.5051 1.0675 0.0004

0.0001 0.1221 0.2177 0.5125 0.0003 0.0001 0.5649 0.7219 0.9909 0.0006

6.1E-05 0.0420 0.0806 0.4612 0.0003 6.1E-05 0.3838 0.5547 0.9499 0.0005

VLR DEED+VLR

2.0000 0.9542 0.9766 1.2889 0.0010 2.0000 0.7703 0.8702 21.4893 0.0135

1.0000 0.9542 0.9766 1.2768 0.0010 1.0000 0.7676 0.8685 20.5118 0.0130

0.5000 0.9466 0.9725 1.2818 0.0010 0.5000 0.7432 0.8527 19.2422 0.0122

0.2500 0.9237 0.9603 1.1165 0.0008 0.2500 0.0027 0.0054 3.8471 0.0021

0.1250 0.2061 0.3418 0.4875 0.0003 0.1250 0.3676 0.5375 0.9317 0.0005

0.0625 0.0382 0.0735 0.4312 0.0004 0.0625 0.3622 0.5317 0.7855 0.0005

0.0313 0.0382 0.0735 0.4514 0.0003 0.0313 0.3622 0.5317 0.7291 0.0004

Poly 0.0156 0.0382 0.0735 0.3949 0.0003 Poly 0.0156 0.3622 0.5317 0.7335 0.0004
0.0078 0.0382 0.0735 0.4018 0.0003 0.0078 0.3622 0.5317 0.7313 0.0004

0.0039 0.0382 0.0735 0.4073 0.0003 0.0039 0.3622 0.5317 0.7230 0.0005

0.0020 0.0382 0.0735 0.4341 0.0004 0.0020 0.3622 0.5317 0.7273 0.0004

0.0010 0.0382 0.0735 0.4572 0.0004 0.0010 0.3622 0.5317 0.7410 0.0004

0.0005 0.0382 0.0735 0.4584 0.0004 0.0005 0.3622 0.5317 0.7507 0.0004

0.0002 0.0382 0.0735 0.4171 0.0003 0.0002 0.3622 0.5317 0.7421 0.0004

0.0001 0.0382 0.0735 0.3956 0.0003 0.0001 0.3622 0.5317 0.7319 0.0005

6.1E-05 0.0382 0.0735 0.4030 0.0003 6.1E-05 0.3622 0.5317 0.7663 0.0005
Table 12 Group 2 Combination 4, Kernel: RBF and polynomial Table 14 Group 2 Combination 6, Kernel: RBF and polynomial

PC K v FI  PCA TT  AIT PC K v FI  PCA TT  AIT

2.0000 0.2960 0.4568 5.0269 0.0113 2.0000 0.9173 0.9568 2.7324 0.0021

1.0000 0.6320 0.7745 2.8451 0.0061 1.0000 0.9424 0.9704 2.1166 0.0014

0.5000 0.7520 0.8584 2.0213 0.0040 0.5000 0.9676 0.9835 1.4550 0.0010

0.2500 0.8160 0.8987 1.6556 0.0035 0.2500 0.9676 0.9835 1.2487 0.0008

0.1250 0.8480 0.9177 1.5253 0.0033 0.1250 0.9676 0.9835 1.2957 0.0008

0.0625 0.8560 0.9224 1.4713 0.0030 0.0625 0.9676 0.9835 1.2950 0.0008

0.0313 0.8640 0.9270 1.2338 0.0025 0.0313 0.9676 0.9835 1.3703 0.0010

RBF 0.0156 0.8400 0.9130 1.0961 0.0021 RBF 0.0156 0.9712 0.9854 1.2851 0.0008

0.0078 0.7520 0.8584 0.8491 0.0013 0.0078 0.9712 0.9854 1.2289 0.0007

0.0039 0.6320 0.7745 0.6452 0.0009 0.0039 0.9676 0.9835 1.2312 0.0008

0.0020 0.1520 0.2639 0.3289 0.0006 0.0020 0.9532 0.9761 1.0896 0.0006

0.0010 0.0240 0.0469 0.2878 0.0005 0.0010 0.9532 0.9761 0.8541 0.0004

0.0005 0.0000 0.0000 0.1932 0.0003 0.0005 0.7626 0.8653 0.7895 0.0004

0.0002  0.0000 0.0000 0.1258 0.0002 0.0002  0.6007 0.7506 0.7503 0.0004

0.0001  0.0000 0.0000 0.1266 0.0002 0.0001 0.6619 0.7965 0.6940 0.0004

6.1E-05 0.0000 0.0000 0.1268 0.0002 6.1E-05 0.6295 0.7726 0.5639 0.0004

TC+DEED VLR+TC

2.0000 0.1760 0.2993 8.2907 0.0139 2.0000 0.9101 0.9529 3.0334 0.0022

1.0000 0.1680 0.2877 8.2532 0.0139 1.0000 0.9101 0.9529 3.3766 0.0027

0.5000 0.1280 0.2270 5.1765 0.0109 0.5000 0.9137 0.9549 3.1853 0.0022

0.2500 0.0000 0.0000 0.4287 0.0006 0.2500 0.6655 0.7991 1.9250 0.0013

0.1250 0.0000 0.0000 0.1465 0.0002 0.1250 0.5791 0.7335 0.6362 0.0004

0.0625 0.0000 0.0000 0.1130 0.0002 0.0625 0.4856 0.6538 0.4570 0.0003

0.0313 0.0000 0.0000 0.1064 0.0002 0.0313 0.4856 0.6538 0.4519 0.0004

Poly 0.0156 0.0000 0.0000 0.1346 0.0002 Poly 0.0156 0.4856 0.6538 0.4538 0.0004

0.0078  0.0000 0.0000 0.1198 0.0002 0.0078 0.4856 0.6538 0.4671 0.0004

0.0039 0.0000 0.0000 0.1081 0.0002 0.0039 0.4856 0.6538 0.4553 0.0003

0.0020 0.0000 0.0000 0.1080 0.0002 0.0020 0.4856 0.6538 0.4738 0.0003

0.0010 0.0000 0.0000 0.1047 0.0002 0.0010 0.4856 0.6538 0.4774 0.0004

0.0005 0.0000 0.0000 0.1077 0.0002 0.0005 0.4856 0.6538 0.4531 0.0004

0.0002 0.0000 0.0000 0.1164 0.0002 0.0002 0.4856 0.6538 0.4729 0.0004

0.0001  0.0000 0.0000 0.1097 0.0002 0.0001  0.4856 0.6538 0.4903 0.0004

6.1E-05 0.0000 0.0000 0.1083 0.0002 6.1E-05 0.4856 0.6538 0.5049 0.0004
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loss over the

els as well as the models without the AE.
Observation: The hybrid model has been observed

to have performed much better and consistently, concern-

ing both training and inference time, than that of tradi-
tional OSVM.

5 Results and discussions

This section evaluates the results obtained through
different experiments conducted using the proposed hy-
brid AD model. The experiments intend to measure the
metrics as follows:

Reconstruction loss (CP)

Reconstruction loss (CP)
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1) Evaluate the effect of kernel choice on the predic-
tion accuracy for OSVM.

2) Compare the accuracy measures of using different
kernel methods as well as different values of v and ~ in
the experiments using OSVM.

3) Determine the effect in training time with and
without using autoencoder based feature extractors and
dimensionality reduction techniques.

4) Determine the optimal dimension of the feature
space by experimenting with multiple sized latent space
vectors as input to the OSVM.

The accuracy of the model is determined by the prin-
ciple stated below:

Accuracy: The principle of evaluation of AD is like a
binary classifier. There is a two-class prediction involved
in anomaly detection. One class is positive (4wve) or nor-
mal and the other is negative or anomalous (—ve). There
are four outcomes of the prediction. True positive
(TP): predictions that are correctly identified as an an-
omaly, False positive (FP): predictions that wrongly
predicted abnormal data points as normal, True negat-
ive (TN): predictions that correctly identified the anom-
alous data points, False negative (FN): predictions
that incorrectly predicted normal data as an anomaly.
Four basic measures of the predictions, Errorrate, Accur
acy, Sensitivity, and Speci ficity are calculated from the
confusion matrix (Table 15) generated from the predic-
tion where the total number of positive class samples is
represented by P and the total number of negative class
samples is represented by N.
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Sensitivity = %

Specificity = %

= 2Precision X Recall

Precision + Recall *

(9)

Effect of kernel choice: The choice of the kernel
has a huge impact on the performance of OSVM. In both

the experiments, we used both RBF and polynomial ker-

nels and gathered the results. In Experiment 1, it was no-

ticed that the performance of models using RBF kernels

in terms of both accuracy and timing, is better than that

of the Polynomial kernel (Tables 4-15).

However, Experiment 2, the polynomial kernels out-
performed the RBF kernel-based model for most of the

FP+ FN
Error rate = (PiiN) (5) combinations of positive classes. The F1 scores of different
models based on the polynomial kernel showed a lower
range of accuracies and inconsistencies (Fig.12 and 13).
TP +TN : i i
Accuracy — ( + ) (6) Effect of u and ~: In Experiment 1, the optimal 1/
P+ N value was obtained between 0.01 and 0.05 from experi-
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Table 15 Confusion matrix

Predicted
Positive Negative
Positive TP FN
Observed
Negative FP TN

menting with different p values within a range of 0.01 to
0.5 (Fig.9). Keeping the p value constant, Experiment
1 was conducted varying v from 0.0000625 to 2. For dif-
ferent combinations of positive classes, different optimal Y
were obtained. In Experiment 2, the 7 value was kept
constant at the default and the optimal p value was ob-
tained for different combinations.

Effect of hybrid technique in training and in-
ference time: The effect of dimension on the training
time and inference time has been captured in Fig. 14,
where it is visible that the hybrid model is a clear winner
in terms of the training and the inference time. Both the
times have a steady performance whereas the traditional
model with high dimensional data produces different tim-
ings for different models which are on the much higher
end.

In summary, from the analysis of the experimental
results, it is observed that the proposed hybrid approach
of anomaly detection for high dimensional text data pro-
duces comparable accuracy (both PCA and F1 score)
which are well within the real-time business acceptable
range. In addition, the hybrid approach indubitably im-
proves model performance in terms of training and infer-
ence. Considering the variety of data in terms of docu-
ment types and the positive class combinations which
were tested in this study, a generalization of this ap-
proach towards real-time ADMS is demonstrated.

6 Conclusions

In this paper, we presented a hybrid approach of AD
by combining a traditional one-class classification al-
gorithm called OSVM and a deep learning-based, self-su-
pervised, non-linear dimensionality reduction algorithm
named autoencoder. The novelty of the study lies in the
choice of real-time problem and high dimensional text
data of title insurance. Also, unlike other anomaly detec-
tion studies, we not only used data of one specific class as
a normal or positive class sample but combinations of
multiple classes as the normal or positive class. This in-
creases the complexity of the problem because the AD
model learns the distribution of multiple populations to-
gether considering those as a single population. As the
study is influenced and motivated by a real-time busi-
ness problem, the performance of the overall AD system
is an important parameter of evaluation. The hybrid
model matches the accuracy of the traditional approach
and exceeds the performance in terms of both training

and inference timing.

Though the study was performed with the data from
the domain of TI, it does not limit the applicability to
this domain only. The necessity of AD, in a composite
positive class scenario in other domains handling image
documents is ubiquitous in many other business scenari-
os of the present day.

One of the limitations of the proposed hybrid ap-
proach is that there is a need for two-fold training. One is
for the autoencoder and the other is for the OSVM. Con-
verting the hybrid architecture into a single training deep
learning-based model with an objective of concept learn-
ing by injecting appropriate cost function would improve
the wusability and maintainability of such architec-
turell6, 69 Secondly, the training and testing data were
randomly sampled from a data lake where there is a pos-
sibility of missing out certain variations. A generative ap-
proach of training the autoencoder would improve the
possibility of unseen sample generation which could im-
prove the possibility of better performance of unseen data
of similar classes. Presently, we are working on address-
ing both the improvements.
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