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Abstract: In this paper, we propose a method to select the observation position in visual servoing with an eye-in-vehicle configuration
for the manipulator. In traditional visual servoing, the images taken by the camera may have various problems, including being out of
view, large perspective aberrance, improper projection area of object in images and so on. In this paper, we propose a method to determ-
ine the observation position to solve these problems. A mobile robot system with pan-tilt camera is designed, which calculates the obser-
vation position based on an observation and then moves there. Both simulation and experimental results are provided to validate the ef-

fectiveness of the proposed method.
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1 Introduction

Visual servoing is a technique that utilizes visual in-
formation from a camera to control the relative pose
between a robot and a target, which has already been ap-
plied to various platforms for different tasks[!-8l. Relative
to the position of the camera, traditional visual servoing
configuration can be classified into eye-in-hand and eye-
to-hand configurations(® 19,

In eye-in-hand configuration, a camera is installed on
a manipulator, and there is a fixed transformation
between the camera coordinate system and the manipu-
lator coordinate system. A marker is attached to a target,
and based on the visual feedback, the manipulator ad-
justs its posture. As the camera is moving to the target,
the relative pose errors between the manipulator and the
target are gradually reduced. However, some problems
will occur in this configuration: sometimes the marker on
the target may be on the edge of images, and it is easily
out of the field of view (FOV) when the manipulator is
moving; at some positions, because the camera is too
close to the object, it is impossible to keep the whole
marker in the field of view; the marker in image has a
great deal of perspective aberrance, and multiple feature
points may be squeezed onto a few pixels in images,
which will affect the accuracy of feature point extraction;
sometimes markers on the object may be blocked in images.
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In eye-to-hand configuration, a camera is fixed in a
place to observe a target and a manipulator simultan-
eously. The relative pose between the manipulator and
camera can be obtained by eye-hand calibration. Accord-
ing to visual feedback, the manipulator completes the
visual servo task. However, when the manipulator oper-
ates the target, there are also some image problems: the
camera’s field of view is fixed; sometimes markers on the
object may be blocked in images.

Current research on the image problems mentioned
above is mostly concentrated on the FOV problem.
Thuilot et al.l'l] proposed a method to plan a trajectory
in the image to prevent the target out of view. Chesi et
al.l2l presented a method to rotate the camera to keep
the target in the center of images when it tends to the
edge of vision. Mezouar and Chaumettel'3] proposed an
approach to plan a path in image space, for the camera
mounted on a manipulator, to keep the target in the field
of view. Chesi and Hung[!4 presented a method to achieve
visual servoing for manipulators with visibility con-
straints while minimizing a cost function. These methods
solve the FOV problem by planning a trajectory and con-
trolling the robot manipulator to track the trajectory.

However, the quality of imaging, including perspect-
ive aberrance and imaging area of target, is rarely re-
searched such as perspective aberrance and imaging area
of target. Perspective aberrance and small projection
areas bring difficulty perspective aberrance and small pro-
jection area bring difficulty to the recognition and extrac-
tion accuracy of feature points. Having too large a projec-
tion area for the target means the target can easily be out
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of view. In the traditional visual servoing configuration,
the motion space of the camera is not enough, which
leads to limitations in finding observation positions.
Thus, a novel visual servoing configuration named eye-in-
vehicle is designed. The camera is mounted on a vehicle,
and the vehicle moves to the optimal observation posi-
tion to observe the target. Based on the images taken by
the camera mounted on the vehicle, the manipulator is
controlled to operate the target.

In this paper, we mainly focus on the vehicle (mobile
robot) control system, which is used to determine the ob-
servation position. The system consists of a mobile robot
equipped with an active camera. There is some research
about how to control a pan-tilt camerall® 16, Tinh et
al.l7! proposed a new control law for an integrated mo-
bile robot pan-tilt camera system, allowing the mobile ro-
bot to track the desired position. Le and Pham[8l pro-
posed a dynamic and control method to track a moving
object by a mobile robot with a pan-tilt binocular cam-
era, and the integrated system was highly optimal re-
sponse qualities for minimizing error of velocity and en-
ergy of the system. Fang et al.[l9 designed an adaptive
pan camera controller to keep the target in the center of
view, and the convergence of its control law was proved.
In this paper, an adaptive pan-tilt camera controller pre-
viously designed by us is applied, which adds compensa-
tion of velocity and angular velocity of mobile robot and
does not need the depth information of the target.

In the visual servoing process, it is important to se-
lect the observation position for the camera. Some re-
searchers proposed various methods to determine camera
position. Sharma and Hutchinson2? proposed a measure
of manipulability and deigned a cost function based on
manipulability to determine the optimal observation posi-
tion. Tarabanis et al.2! presented a method to determ-
ine the observation position for a robotic vision system
and the visibility was taken into consideration. Zheng et
al.[?2l proposed a new scheme that moved the camera to
the desired position with proper distance and viewing
angle from the objects to acquire proper images for visu-
al feedback control. However, the research does not solve
the image problems facing eye-in-hand and eye-to-hand
configuration as we mentioned above. Hence, we propose
a novel method for the camera to find an observation po-
sition, which can solve the image problems mentioned
above.

In this paper, our main contributions can be summar-
ized as follows:

1) A new visual servoing configuration is designed. A
camera is mounted on a pan-tilt platform of the mobile
robot, which is able to select more observation positions.

2) In this paper, a method to determine the optimal
observation position is presented. By this method, a posi-
tion can be determined where the images taken by cam-
era have less perspective aberrance.

3) Some experiments are conducted to validate the ef-
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fectiveness of the proposed method.

The remainder of this paper is organized as follows. In
Section 2, some basic concepts are defined and a series of
coordinate systems are described. In Section 3, the eye-in-
vehicle configuration is proposed. In Section 4, the vehicle
control system is described. In Section 5, the optimal and
suboptimal observation positions for the camera are
defined and a strategy to determine these positions is pro-
posed. In Section 6, both simulations and experiments are
conducted and the validity of our method is verified. In
Section 7, some conclusions and directions for future work
are given.

2 Preliminaries
2.1 Camera projection model

The mobile robot is equipped with a pan-tilt pinhole
camera. According to the feedback from images, the mo-
bile robot can be driven to the calculated observation po-
sition while the camera keeps the target in the center of
view. In the camera model, the relationship between cam-
era space and image space is denoted as follows:

U ar 0 uo Ca Ca
ezl v |=1] 0 a w ey | =M | ¢y (1)
1 0 0 1 Cz Cz

where M is the camera intrinsic matrix, o, and o, are
the focal lengths of the camera in pixel dimensions,
(uo,vo) are the coordinates of the principal point,
(°x, “y, %) is a point in camera coordinate and (u,v) is
its corresponding image coordinate.

2.2 Coordinate system configuration

As illustrated in Fig.1, there are five coordinate sys-
tems. Let F,., F., F; denote the coordinate systems of
vehicle, camera and target, respectively. The other two
coordinate systems are the auxiliary coordinate systems.
The direction of Z,, Y, and Y}, are the same, which are
the shaft of the pan motor. The direction of X, and X.
are the opposite, which are the shaft of the tilt motor.
The direction of the Z, and Z;, are the same. The angle
from X, to Z, is denoted as «, and the angle from Z, to
Z. is denoted as B. The height between the origin of F,
and the origin of F} is denoted as H. A rectangular mark-
er as a kind of common marker, is attached to the object.
In this paper, the coordinates of its four feature points
are known.

3 Eye-in-vehicle configuration

The traditional visual servoing configuration can be
classified into eye-in-hand and eye-to-hand configurations.
Based on the actual situation, they are changed into
many kinds of configuration as shown in Fig. 2.
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Fig.1 Coordinate system. F; is the target frame. F, is the
mobile robot frame. F, is the camera frame. The origin of Fj, is
the same with F}, and the origin of Fj is the same with F.. When
pan motor rotates, F, will rotate around axis Y,. When tilt motor
rotates, F. will rotate around axis X.. Color versions of the
figures in this paper are available online.

Fig. 2 Common visual servoing configuration

However, the cameras are still restricted in motion
range; they are not able to find more observation posi-
tions with less perspective aberrance and appropriate
imaging area of target. Thus, a novel visual servoing con-
figuration named eye-in-vehicle is presented in Fig. 3.

In the eye-in-vehicle configuration, the wvehicle is
equipped with a pan-tilt camera, which is used to track
the target. A laser positioning device is mounted on the
vehicle, and the relative pose between the manipulator
and the vehicle can be calculated. A marker is attached
to the target, and by observing the marker, the mobile
robot can calculate the relative pose between the vehicle
and the target. Then, the relative pose between the ma-
nipulator and the target can also be obtained. Next, the
manipulator will adjust its pose to operate the target. In
the process of operation, the mobile robot will adjust its
observation position in real time according to the obser-
vation effect, which can guarantee the observability of
marker.

Compared with the traditional configuration, the cam-
era mounted on a pan-tilt platform of a mobile robot has
more observation positions to select. By this configura-

Manipulator

Target

Marker

Mobile robot

Imaging of target

Fig. 3 Eye-in-vehicle configuration

tion, the mobile robot is able to move to a position where
the image taken by camera has less perspective aber-
rance. It is helpful to reduce visual measurement errors.
This configuration is also beneficial to select a observa-
tion position with proper imaging area of target.

4 Design of control system

In this paper, we mainly focus on the mobile robot
control system, which is used to adjust the observation
position. It consists of an image processing module, pan-
tilt camera controller, vehicle controller, and the observa-
tion position planner. The image processing module is
used to extract feature points in images. The pan-tilt
camera controller is used to control the pan motor and
tilt motor to track the target. The vehicle controller is
used to drive the vehicle to the calculated observation po-
sition. The whole process is shown in Fig.4.

4.1 Adaptive pan-tilt camera controller

Inspired by [19], we have previously designed an ad-
aptive pan-tilt camera controller. It can keep the target
in the view during the motion of mobile robot. This con-
troller can compensate the angular velocity of the pan
motor and tilt motor according to the vehicle's velocity
and angular velocity.

In order to keep the target in the center of images, the
image errors are defined as

{eu = U — Ug (2)

ey =V — Vg

@ Springer



764

International Journal of Automation and Computing 16(6), December 2019

Desired position planner

0,0
Current position

Desired
e (U, Vo)+ (€, € PT adapti - o
e e adaptive . PT platform platform
! feature controller Wy pose
. T . Voo .. :
: | @, v) Feature Image collection i
' ' extraction o
_____ e s WIS SRR I
: E 1 optimal E :
E Pose |'T, Coordinate |"7,; Degrorrlljlne oop ; (- ¥ )r(es €,) | Vehicle Vehicle E
E calculation transformation E or SOP SOP j = controller] position!

Vehicle control

Fig. 4 Coordinate system. F; is the target frame. F; is the mobile robot frame. F¢ is the camera frame. The origin of Fj, is the same with
F,, and the origin of F} is the same with F,.. When pan motor rotates, F, will rotate around axis Y,. When tilt motor rotates, F, will rotate

around axis X..

where (u,v) represents the center point of target in image
plane. The adaptive pan-tilt camera controller is

on = . 1 KiDeut AD®y — K3 Be, — ABS2 3)
o BC — AD
_ KiCey + AC1 — Ky Ae, — AAS, @
BC — AD

wg =
where (27 and (2> are determined as

2 = E(am sina — e, cos a cos B) (ey cos 8 + ay sin 3)

Qy
()
Ve . .
2= - (ev cos acos B+ay, cos asin ) (e, cos f+ay sin ()
Y
(6)
and A, B, C, D are

axzoey cos 8 + g sin Be, + eu2ay cos 3

A= o (7)
€uto
B=-—
» (8)

ay sin fey + eyey cos f

C= o )
2 2
D = ,L—’_e“ (10)
Qy

where K, and K> are the positive gains of w, and wg, ey
and e, are the image errors which can be obtained by
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image processing, V, and w, are the robot's velocity and
angular velocity respectively, which can be determined by
encoders of two wheels, a, and «, are the camera
internal parameter, which can be obtained by camera
calibration, A\ is an adaptive parameter, and it is on-line
updated by

A =7r(Qie, + 2e,) (11)
where r is a positive update gain.

By the Lyapunov method, the pan-tilt camera control-
ler (3) and (4) with the adaptive law (11) can guarantee
that the image coordinate of the tracked point converges
to (uo,vo), that is

tllgrnooeu(t) =0 (12)
tkglooe’u (t)y=o. (13)

4.2 Vehicle controller

After acquiring the coordinate of the observation posi-
tion in F., the mobile robot is driven by a proportional
controller. According to Fig.5, we define the state 0.:

0. = arctan 2~ (14)
Tr
where (z,,yr) represents the planned coordinates. Then a
simple proportional controller is designed to drive the
robot to the calculated observation position:

wr = K, 0e (15)
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Fig. 5 Kinematics model of the vehicle. The camera keeps the
target in view and the mobile robot moves to the observation
position.

V. = Kosgn(z,)(z? +y7) (16)

where K, and K, represent the gains of velocity and
angular velocity. In addition, to avoid fast velocity, a
velocity limit is set.

5 Method to determine the observation
position

In visual servoing systems, the images taken by cam-
era have an importance to the control of the manipulator.
If the observation position of the camera is not con-
strained, the camera may be placed at many inappropri-
ate places, which will cause some image problems: the
camera is too close to the target, and the projection area
of target in image is not proper; the perspective aber-
rance of target in images is large, and multiple feature
points may be squeezed onto a few pixels in images; the
camera may be in the back of marker, which will cause
the visual servo task to fail.

To avoid these problems, we propose a method to de-
termine the observation position based on the rectangu-
lar target. At the beginning, some conceptions will be de-
scribed.

Optimal observation positions (OOP): at the OOP,
OcPr = OcPo = OcP3 = O:P,. According to the geomet-
ric relationship, it can be known that in the image the

length ratio of the opposite side of the square target is 1,
and the image has least perspective aberrance, the length
ratio of the opposite side of the square target is 1. It can
be known that the OOP locates on the Z; axis in Fig.6.
The projection area of target is neither too large nor too
small. It should be within an appropriate range, other-
wise a suboptimal observation position needs to be de-
termined.

Suboptimal observation positions (SOP): because the
height of the camera is limited, sometimes the camera can
not reach the OOP, some compromises are made. At the

|

Camera

Space II

Fig. 6 Target frame. Ps is at the origin of the target frame, and
Ps is at (0, 0, —1). Space I represents the space in front of the
target where Z; <0, and Space II represents the space in the back
of the target where Z; > 0.

SOP, O.P1 = O:.Ps and O.P> = O.P;. The images taken
by the camera have less perspective aberrance. The cam-
era is in front of the target. And the projection area of
target in image is within the set threshold range.

At first, the mobile robot determines whether the
OOP exists. If the OOP exists, the mobile robot will
move to the OOP; otherwise, it will move to the SOP.

To illustrate, we define two homogeneous coordinates
Ps=10 0 0 1" and ' Ps=[0 0 —1 1]7 in Fig.6. *P;
and ®Ps are their corresponding coordinates in F.

Py = T, °T; 'P; (17)

Py = T, °T; 'Ps (18)

where °T; can be obtained by method23], and ®T. can be
obtained by tilt angle 3, which are read from the encoder
of tilt motor.

Let L: denote the ray from Ps to Ps, and let f; de-
note the unit vector from Ps to Ps. In Fj, the horizontal
plane where the camera’s optical center locates is de-
noted as % = 0. If L, intersects with Plane A, we have

Py, + t(*Psy — "Ps,) = 0 (19)

where the index y denotes the y-coordinate of a point,
and b denotes the coordinate in F,. From (19), ¢ can be
obtained. It is worth mentioning that [¢| denotes the
distance from the target to the camera’s optical center,
and the sign of ¢ denotes whether the intersection locates
in Space I or Space II. Small value of |t| can cause the
target images to be too large or even incomplete, and
great value of || can cause the target images to be too
small. Hence, ¢ needs to be constrained. Based on t,
whether the OOP exists can be determined.
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5.1 Method to determine the OOP

Based on experience, two distance thresholds 77 and
Ty are set. If t > 0 and Ty < t < T3, it indicates that the
intersection locates in Space I (see Fig.7) and the dis-
tance t is proper, and the OOP exists.

Target Space II
P
Space | P
; L,
v, X
F - -
WZC
OOP
00
/ Plane A

Fig.7 Diagram about the OOP. Plane A is the horizontal
plane where the camera's optical center locates.

According to the results of ¢, we can obtain the co-
ordinates of OOP by

"Poptimar = "Ps + t("Ps — "Ps) (20)

= "T,* Ty Poptimal (21)

T
Poptimal

where bPoptimal and " Poptimar represent the OOP in Fp
and F’, respectively. Based on " P,ptimai, the mobile robot
will be driven to the OOP.

During the movement of the mobile robot to the
OOP, the pan-tilt camera is controlled to track the cen-
ter of the target. With this configuration as shown in
Fig.8, O.OLABCD and O.011A1B1C1D; hold. Based
on this, the conclusion that the images taken at the OOP
by camera have least perspective aberrance can be ob-
tained.

Proof.

~OA=0B, O.O0LABCD

. AAOO. £ ABOOc, ZAO:0 =ZBO.O
51m11arly, ADOO. = ACOO
o ZAlO 01 = ZBIO 01, O OlLAlBlchl
AA1010C : AB1010C
. A10. = B10,, similarly, D10, = C10.
. AO. = BO.,DO. = CO.,AD = BC
- AAO.D £ ABO.C, ZAO.D = /BO.C
o A10. = BlOC, D:0. = C,0., LAO.D = ZBO.C
L. AAl 10 = ABlClOC, A1D1 = BICI
similarly, A1B; = D;Cj.

Because A1 D1 = B1C1and A1 By =
tive aberrance in images taken at the OOP is least.

D, C4, the perspec-
O
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A

Fig.8 Diagram of camera projection at the OOP when the
camera points to the center of the target. ABCD is the
rectangular target, and A; B;C1 D; is the projection of target in the
image. O.O is the optical axis of camera, and O is the center of
the target.

5.2 Method to determine the SOP

If t <0, it means that the observation position is at
the back of the target; if ¢ ¢ [T1,7T>], it means that the
distance between the target and the observation position
is improper. In both cases, the OOP does not exist and
the mobile robot will move to the SOP. Its coordinates
are obtained by the following method.

For ease of description, there is a plane passing
through the target center, which is also perpendicular to
the target plane and parallel to L3 and L4. The plane is
denoted as Plane A in Fig.9. The horizontal plane that

Target plane

Plane B

), Zc
\V B, B,
4
0. L

- Plane A

Fig.9 Schematic of the method to determine the SOP. O.
denotes the origin of F.. P; denotes the center point of target. Ps
and Ps correspond to the points in Fig. 3, respectively. L: denotes
the vector from Ps to Ps. L, denotes the red line. B, and B; are two
points on L,.
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the camera's optical center locates on is denoted as Plane B,
and the intersection of Plane A and Plane B is denoted as
L., which is the red line in Fig.9. Based on the camera’s
perspective projection relationship, it can be obtained
that the SOP is on L,. According to the current and de-
sired area of target in images, the coordinate of SOP on
L, can be obtained.

To reach the SOP, the whole process is divided into
two steps: in the first step, the mobile robot moves to the
line L,; in the second step, the robot calculates the next
point on L, based on the areas of the target in images.
All the geometrical elements, such as points and planes,
are described in F, in this section, so their subscript or
superscript is omitted for simplicity.

In the first step, the mobile robot approaches to L.
The coordinate of desired position at each step on L, can
be obtained by the following method.

The normal vector Z of Plane A can be obtained by
the coordinates of the four vertices of the target as

Z:P27P3:P1*P4 (22)

where P;_4 are the points of target as shown in Fig.6.

According to the normal vector Z(A967 Ay, A:) and
the center point Ps(zs,ys,25) of the target, the equation
of Plane A can be determined as

Az(z —x5) + Ay(y — ys) + Az(z — 25) = 0. (23)

Plane B is parallel to the ground, and the y coordin-
ate of the camera’s optical center in F;. is known, which is
denoted as H. So Plane A can be written as

z=H. (24)

Based on (23) and (24), the equation of L, can be ob-
tained by

Aulw —a5) + Ay(y —ys) + A (H —25) = 0. (25)

The coordinate of mobile robot is denoted as (0, 0, 0)
in F,, the point closest to the robot on L, is denoted as
Prearest- When A, #0 and Ay # 0, Prearest can be ob-
tained as follows:

o Abws + A A (o5 — H) + AsAyys
B A2 + A2

2 (26)
A AZ 4 A2
when AI =0 and Ay # 07 Pnea'rest is
z=0
Az
Y

when A;r % 0 and Ay = 0, Pnem"est is

a, s~ H) s (28)
0

According to Ppearest, the robot approaches to L,.
When the distance between the mobile robot and L, is
less than a threshold Ti;stance, the mobile robot will per-
form the first and second step in order, otherwise, the
mobile robot will only perform the first step.

In the second step, according to the current and de-
sired target area in the images, the mobile robot moves
along this line. Denote /1 as the unit direction vector from
Ps to Ps. Two points B; and By are taken randomly on
L., and [2 represents the unit direction vector from Bj to
Bz. The mobile robot can judge whether the direction of
1 and [z is consistent by

I -l
A

cosf = (29)

Let L represent the vector with the same direction to
l1. If cos@ > 0, the two vectors are in the same direction,
L =15 If cosf <0, they are in the opposite direction,
L = —ls. The next point can be acquired iteratively by

Pnezt = Pnea'rest +L- Ks : (Sd - S) (30)

where K represents a positive gains about areas, Prest
represents the next planned coordinate of mobile robot.
Sq and S represent the desired area and current area of
target in images, respectively. By (30), a series of
T

sequential points
robot to the SOP.

newt Can be obtained to guide the

6 Simulation and experimental results
6.1 Simulation results

In this section, two series of simulations are provided
to verify our method. The first and the second simula-
tions are about the strategy to determine the OOP and
SOP, respectively. In the simulations the pan-tilt camera
is mounted on a mobile robot and a virtual camera is ap-
plied, whose intrinsic matrix is determined by calibration
of a real camera. The intrinsic matrix is

1356.54 0 738.96
M = 0 1358.15 553.24
0 0 1

In both simulations, a square target is used to locate
the mobile robot. The distance H between the origin of
F, and the origin of Fj is 0.2m. In order to test the ro-
bustness of the system, Gaussian white noise with 0.2
variance is added in the image. The initial angle between
the forward direction of the mobile robot and the posit-
ive direction of the X-axis of the world coordinate sys-
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tem is —;. The initial states of the pan-tilt camera are:
a=0and 8 =0.

In the simulation to determine the OOP, the relative
pose between the camera and target is like Fig.10(a) and
the OOP exists. The image taken by the camera at the
initial position is shown in Fig.10(a) and there is some

1000
900
800 |

700 | F
600
500
400 |
300 |
200 t
100

0 L L
0 500 1000 1500

u (pixel)
()

v (pixel)

1 000
900
800
700
600
500
400 r
300
200
100

v (pixel)

0 500 1000 1 500
u (pixel)

(b)

Initial
ol position

y (m)
|

Target

-5 | - |
Final
—6 r position

x (m)

©

Fig. 10 Simulation to determine the OOP: (a) The image
taken by the camera at initial position. The small circle
represents the center of the image and the point in the target
represents the center point of the target. (b) The image taken by
the camera at the OOP. (c¢) The black fold line is the real-time
trajectory of mobile robot. The blue line is the ray emitted by
the center point of the target, which is perpendicular to the
target plane. The red pentagram is the OOP.
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perspective aberrance in the image. The image captured
by the camera at the OOP is shown in Fig.10(b). In
Fig.10(b), it is seen that the target is in the center of
view and each side of the target is equal in the image.
Hence, the perspective aberrance due to different per-
spectives is the least.

The trajectory of the mobile robot is shown in
Fig.10(c). The initial position of the mobile robot locates
at (0, 0, 0), and the OOPs are calculated in real time. Fi-
nally the mobile robot arrives at (5.517, —4.993) and sta-
bilize, the optimal position is at (5.508, —5.000).

During the movement of the mobile robot, the image
errors between the center of images and the target are
shown in Fig.11(a). It can be seen that the errors con-
verge to zero, which means the adaptive camera control-
ler can keep the target in view during the motion of mo-
bile robot. The position errors between the mobile robot
and the OOP are shown in Fig.11(b), it can be seen that
the position errors become 0, and it indicates that the
mobile robot can reach the optimal position and stabilize.

In Fig.11(c), the length ratios of the opposite sides of
the square target in images are given and it is seen that
Ratio 1 and Ratio 2 converge to 1 which means that the
lengths of the four sides of the target in images tends to
be the same while the robot is driven to the OOP. In
Fig.11(d) four angles of the target in images are given

and it is known that they converge to g as the robot

moves to the OOP, which means that the perspective ab-
errance due to different perspectives becomes less and
less. Based on Figs.11(c) and 11(d), it can be concluded
that the mobile robot moves to the OOP where the im-
ages taken by camera have least perspective aberrance.

In the second simulation, because the height of cam-
era is fixed, the camera can not reach the OOP. So the
mobile robot will move to the SOP. The image captured
at the initial position is shown in Fig.12(a) and the im-
age captured at the SOP is shown in Fig.12(b). From
Figs.12(a) and 12(b), it can be known that the image
taken at the SOP has less perspective aberrance than the
image taken at the initial position. The trajectory of the
mobile robot is shown as Fig.12(c), the initial position
locates at (-2, —3), the SOP locates at (2.96, —4.994). In
Fig.12(c), it can be seen that the mobile robot arrives
and stabilizes at (2.96, —4.994).

In the simulation, Tyistance is set to 2.5 m. Because the
distance between the mobile robot and L, is greater than
Taistance at the beginning, the robot starts to approach
L,. After the distance is less than Tgistance, the robot
starts to adjust its distance from the target by calculat-
ing Ppezt- According to the sequential points Ppest, the
mobile robot moves to the SOP.

From Fig.13(a), it can be known that the e, and e,
converge to zero quickly, which means the pan-tilt cam-
era has a good performance.

The ratio of current area to desired area in images is
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Fig. 11 Curves of the simulation to determine the OOP: (a)
The tracking errors in image plane. (b) The position errors
between the robot and the OOP. (c¢) The length ratios of the
opposite sides in images. Ratio 1 denotes the ratio of P/P; to
P, P;. Ratio 2 denotes the ratio of PiP; to PsP;. (d) The angles in
image plane corresponding to the target’s four corners. (e) The
angular velocity of the camera and the mobile robot.
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Fig. 12 The second simulation to determine the SOP: (a) The
image taken by the camera at initial position. (b) The image
taken by the camera at the SOP. (c) The black fold line is the
real-time trajectory of mobile robot. The blue line corresponds to
L. The red pentagram is the SOP.

shown as Fig.13(b) and it is seen that the ratio of cur-
rent area to desired area converges to 1. It means that
the projection area of the target is close to the desired
area. The length ratios of opposite sides of a square tar-
get in images are given in Fig.13(c), and it is seen that
Ratio 1 converges to 1.4 and Ratio 2 converges to 1,
which means the perspective aberrance in one direction is
much less. Based on Figs.13(b) and 13(c), it can be con-
cluded that the mobile robot reaches the SOP.
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Fig. 13 Curves of the simulation to determine the SOP: (a)
The tracking errors in image plane. (b) The ratio of the current
area to the desired area in images. (¢) The length ratios of the
opposite sides in images. Ratio 1 denotes the ratio of PP, to
P, P;. Ratio 2 denotes the ratio of PiP; to P;P;. (d) The angles in
the image plane correspond to the target’s four corners.

6.2 Experimental results on a mobile robot

After simulation, a series of experiments have been
conducted by a mobile robot equipped with a pan-tilt
camera as Fig.14(a) shows. The mobile robot is made by
Haifeng intelligent technology, and the radius of the two
wheels is 10cm. The distance between the two wheels is
42cm. The OK_AC2167 camera is produced by Beijing
JoinHope Image Tecnology Ltd. The pan-tilt platform is
equipped with two encoders that can read the rotation
angles of the two servo motors at any time, respectively.

@ Springer
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Fig. 14 Experiment to determine the OOP: (a) the mobile
robot; (b) the image taken by the camera at initial position; (c)
the image taken by the camera at the OOP.

The image resolution used is 768 x 576, and the calib-
rated camera intrinsic M is the following:

642.96 0 408.55
M = 0 643.67 286.43
0 0 1

In our experiment, we use a square target with length
12.9cm in Fig.14(c) and its four vertices are detected
with the aid of the OpenCV library (find Chessboard-
Corners function). Some parameters are as follows:

K., =0.15, Ky, = 0.2.

In the experiment to find the OOP, we set 71 = 0.2 m
and 75 = 4.5 m. When the target tilts up as shown in
Fig.14(b), the OOP exists. The image taken at the ini-
tial position is shown in Fig.14(b) and the image taken at
the OOP is shown in Fig.14(c). The image errors are giv-
en in Fig.15(a), and it can be seen that e, has a little
change, but e, changes a lot, which is mainly caused by
the fact that the images of target change little in the ver-
tical direction but a lot in the horizontal direction as the
mobile robot is moving. When the robot arrives at the
OOP the tracking errors (e., e,) are (4.919pixs,
—-1.728 pixs). Fig.15(d) shows the change of the four
angles in images, it is seen that the angles converge to-
wards g and the perspective aberrance gradually de-
creases. The final four angles are 1.571rad, 1.570rad,
1.562rad, 1.578rad, respectively. In Fig.15(c) the length
ratios of the opposite side of the target in the images are
given and it is seen that the ratios converge to 1. Based
on the results, it can be known the image has a very
small perspective aberrance.

Another experiment is conducted when the OOP does
not exist. The image that is captured at initial position is
shown in Fig.16(a) and the image taken at the SOP is
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Fig. 15 Curves of the experiment to determine the OOP: (a)
The tracking errors in image plane. (b) The angular velocity of
the camera and the mobile robot. (¢) The length ratios of the
opposite sides in images. Ratio 1 denotes the ratio of P/P; to
P,P;. Ratio 2 denotes the ratio of PiP; to P;P;. (d) The angles in
image plane corresponding to the target’s four corners.
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Fig. 16 Experiment to determine the SOP: (a) the image taken
by the camera at initial position; (b) the image taken by camera
at the SOP.

shown in Fig.16(b).

Fig.17(a) gives the position errors of the mobile robot.
At the first stage when the distance between the mobile
robot and L, is larger than Tuistance (We set Taistance tO
0.2m), e, and e, denote the errors between the mobile ro-
bot and Phearest- And Prearest is obtained by (14) and
(29)-(30). At the second stage when the the distance
between the mobile robot and L, is less than Tyistance, €z
and e, denote the errors between the mobile robot and
Prest calculated by (16). From Fig.17(a), one can find
that e, immediately becomes larger after the position er-
rors are less than Tyistance. Because when the distance
between mobile robot and L, is less than the set
threshold, the robot will plan its next new position and
the position errors will become larger immediately until
the coordinates of planned points converge to (0m, Om).
In our experiment, the final position errors are (0.0305m,
0.000474m).

In Fig.17(a), it can be seen that all angular velocity
becomes 0, which means the mobile robot system can be
stable after reaching the optimal position. In Fig.17(d)
the length ratios of the opposite side of the target in im-
ages are given, it is seen that Ratio 1 is close to 1 and
Ratio 2 is less than 1. Because in this case, the lengths of
Ls and L4 are similar but Lo is shorter than L;. That
means the image perspective aberrance is decreasing, but
it still exists. In the experiment, we set the desired area
to 20000pix?. And in Fig.17(e), one can find that the
area of the target in current images is approaching the
desired area and the target area in images taken at the
SOP is 19694 pix2.

Finally, in order to validate the effectiveness of this
method, another two experiments are conducted. The
first experiment is about the relation between the per-
spective aberrance and the accuracy of relative pose es-
timation. The second experiment is about the change of
re-projection errors during the motion of mobile robot.

In the experiment, the accuracy of the relative pose
between the camera and object is evaluated by the re-
projection errors. The smaller the re-projection error is,
the more accurate the relative pose is. In Fig. 18, images
with different perspective aberrance are collected. The
perspective aberrance is measured by (31), where /1 and l2
are opposite sides, and I3 and [4 are opposite sides. From
Fig.18, it can be known that as the perspective aber-
rance becomes larger, the re-projection errors become
more scattered and larger. In images with larger perspect-
ive aberrance, many pixels are projected into a single
pixel. It reduces the accuracy of feature point extraction,
which affects the accuracy of positioning. When the per-
spective aberrance is serious, it even leads to the failure
of feature point extraction.

reonl(8) (1) () ()
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Fig. 17 Curves of the experiment to determine the SOP: (a)
The errors between the mobile robot and the planned points. (b)
The tracking errors in the image plane. (¢) The angular velocity
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opposite sides in images. Ratio 1 denotes the ratio of PP, to
P;P;. Ratio 2 denotes the ratio of P.P; to PiP;. (e)The ratio of
current area to desired area in images.
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Fig. 18 Experimental data that reflects the relation between
the re-projection errors and the perspective aberrance

In Fig.19, the re-projection errors become less as the
mobile robot moves to the optimal observation position.
At the initial position the perspective aberrance is large
(about 29.2), then the mobile robot moves to the optimal
observation position. Although the re-projection error in-
creases temporarily as the mobile robot moves, it moves
to a position maintaining a small error (about 12.88) fi-
nally. It means that the relative pose can be estimated
more accurately.
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Fig. 19 Change of re-projection errors when the mobile robot
moves to the OOP

7 Conclusions

In this paper, we propose a new visual servo configur-
ation eye-in-vehicle to solve the image problems that may
occur in eye-in-hand and eye-to-hand configuration. We
have implemented the mobile robot system in the pro-
posed eye-in-vehicle configuration. The mobile robot will
calculate the observation position in real time according
to the observation effect. By the simulation and experi-
ment, we verify effectiveness of the proposed method. In
future work, the mobile robot will coordinate the move-



H. X. Ma et al. / Selection of Observation Position and Orientation in Visual Servoing with Eye-in-vehicle - 773

ment with a manipulator. The mobile robot will move to
the OOP or SOP, and the manipulator will ensure that it
will not block the marker on target.
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