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Abstract: Support vector machines (SVMs) are a popular class of supervised learning algorithms, and are particularly applicable

to large and high-dimensional classification problems. Like most machine learning methods for data classification and information

retrieval, they require manually labeled data samples in the training stage. However, manual labeling is a time consuming and error-

prone task. One possible solution to this issue is to exploit the large number of unlabeled samples that are easily accessible via the

internet. This paper presents a novel active learning method for text categorization. The main objective of active learning is to reduce

the labeling effort, without compromising the accuracy of classification, by intelligently selecting which samples should be labeled.

The proposed method selects a batch of informative samples using the posterior probabilities provided by a set of multi-class SVM

classifiers, and these samples are then manually labeled by an expert. Experimental results indicate that the proposed active learning

method significantly reduces the labeling effort, while simultaneously enhancing the classification accuracy.
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1 Introduction

Rapid technological advances in the speed and capacity

of computers and networks have led to an enormous increase

in the number and availability of text documents. Hence,

there is a need to ensure that this textual information can

be easily accessed and extracted by users. Traditional meth-

ods of manually classifying textual documents are time-

consuming, costly, and increasingly impractical given the

amount of data involved. In recent years, the machine learn-

ing paradigm has received widespread research interest in

the field of text categorization, to the point that it is now

possible to classify text documents automatically[1]. That

is, if some documents are selected at random and classified

by an expert, then this training set can be used to reproduce

the labels for the whole collection via a supervised learning

algorithm. However, we still need to manually classify a set

of documents to output the model, and therefore hope this

set of necessary documents is relatively small. This moti-

vates us to develop an approach that, instead of blindly se-

lecting documents at random, can guide the selection such

that we need only to label a minimum number of docu-

ments before a particular level of classification accuracy is

achieved. This is the real problem that active learning aims

to solve[2].

Lewis and Gale introduced pool-based active learning

scheme for classification[3] . In their scenario, the learner
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selects some samples from a set of unlabeled data (the

“pool”), after which a human expert assigns the true labels

of the selected samples. The labeled samples are used by the

classifier to update itself, and the whole process is repeated

iteratively. In this method, the main challenge is to find

an appropriate strategy for selecting the most informative

samples from the pool. This scenario has been widely used

in domains such as remote sensing images classification[4] ,

music annotation[5], and text categorization[6] .

Several techniques based on statistical learning have been

applied for the different steps of automatic text categoriza-

tion, including the feature selection methods using näıve

Bayes theorem[7], Ward′s minimum variance measure[8],

and classification methods such as support vector ma-

chines (SVMs)[9], k-nearest neighbor approaches[10], neural

networks[11], generalized instance sets[12, 13] and Bayesian

classifiers[14] . Empirical studies[15, 16] have shown that

SVMs are one of the most effective of these methods. SVMs

use a more efficient technique for model training, particu-

larly when the training set is small and imbalanced. This

motivates us to choose the SVM classifier for active learning

in text categorization.

In the active learning scenario, a single sample with the

highest classification uncertainty is selected for manual la-

beling in each iteration, and the classification model is re-

trained with this labeled sample until a reasonably good

classification of the unlabeled data is achieved.

Some previous work in active learning has considered

multiple-class SVMs. Because a sample that is informative

for a binary SVM may be useless for a multi-class SVM, it

has been argued[17] that a probabilistic model represents a
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natural solution for multi-class problems (as long as there

is a probability estimation for the output from a multi-class

SVM). In this paper, we expand a previous active learning

approach for multi-class SVMs[18], and propose an active

learning method for a set of multi-class SVMs. Using a

posterior probability model, we calculate the average prob-

ability given by a set of classifiers. We then label only those

samples that have an average probability that is below some

threshold. The classification accuracy of an SVM trained

by our method on the selected samples is then compared

with an SVM trained using all available data.

The rest of this paper is organized as follows. Section 2

discusses some related work, and Section 3 introduces the

basic concepts of active learning and SVMs. In Section 4,

we describe the proposed method, and present experimental

results in Section 5. Finally, we conclude this paper in

Section 6 by summarizing our findings.

2 Related work

The issue of reducing the amount of labeled samples re-

quired for classification has been the subject of various re-

search. An algorithm combining linear kernel SVMs with

the notion of a version space has been reported[6]. This

approach queries the points that divide the current ver-

sion space into two equal parts at each step, as these are

more likely to be the actual support vectors. Three meth-

ods of approximating the above procedure were presented,

with the simplest among them querying the point closest

to the current hyperplane. Compared to random sampling,

this approach reduces the number of points required in

text categorization experiments. The above method was

extended[19] to include a degree of confidence that mea-

sures the closeness of the current SVM to the optimal SVM,

because the greedy search algorithm used in [6] was not

thought to be powerful enough. Thus, the likelihood of a

particular point being a support vector is estimated using a

combination of two factors: the distance of the point from

the current hyperplane and the degree of confidence. If the

confidence factor is low, a random sampling factor is used.

This method outperformed the “simple” method of [6] in a

set of experiments. In [20], the expected error after adding a

new example is estimated using class probabilities, with the

new support vector defined by the sample that minimizes

this error. The class probabilities are computed using logis-

tic regression. However, as noted in [19], this method was

developed for querying single points.

The approach described in [21] queries samples that are

close to the current separating hyperplane and form large

angles with previously selected candidates. This “com-

bined” method was based on the “simple” method of [6],

with the trade-off between the two controlled by a new pa-

rameter λ. Although the “combined” selection strategy is

more robust than the “simple” method for several datasets,

it is not easy to find the optimal value of λ[21]. The dynamic

selection of one algorithm from a set of four was proposed[22]

on the basis that, for several datasets, there was no single

best active learning strategy.

Most SVM active learning algorithms select samples

based on their proximity to the decision boundary. In con-

trast, Roy and McCallum[23] used a probabilistic model to

select those samples that maximize the posterior entropy

on the unlabeled dataset. Though this method was initially

applied with näıve Bayes classifiers, it may still be applied

using SVMs. Using a similar probabilistic approach, Mitra

et al.[19] estimated a new confidence factor from local infor-

mation using the k-nearest neighbor principle. This adap-

tive confidence factor was used with the current separating

hyperplane to determine the candidate set of points to be

queried. This makes the algorithm robust and ensures an

efficient learning performance. Luo et al.[17] extended the

active learning approach to multi-class SVMs, developing a

suitable probabilistic model and querying the samples with

the least classification confidence. Their system was used

to recognize multiple types of plankton.

The most relevant research on text categorization is that

reported in [3, 6, 24, 25]. SVMs were first applied to active

learning using the notion of a version space in [6]. And in

a recent study, Goudjil et al.[26, 27] presented a text catego-

rization technique that selects a batch of documents in each

learning iteration. The active learning approach proposed

in that paper employs SVM to select a set of documents,

the method has been applied on three datasets, two English

datasets and one in Arabic. The proposed method in that

study will be used as the baseline approach in our paper,

and we refer to it by “SVM-AL”.

3 Active learning approach with multi-

class SVMs

Active learning[2] is a generic term describing an inter-

active, iterative process that builds high-performance clas-

sifiers with little labeled data. Unlike in passive learning,

where the learning algorithm is presented with a static set

of labeled samples that are then used to construct a model,

the active learning paradigm requires the learning algorithm

to choose the data from which it learns by selecting the

samples which appear to be the most informative. Active

learning is widely used in situations where vast amounts of

unlabeled data are available.

3.1 Support vector machines

SVM classifiers are supervised learning models that at-

tempt to find the optimal hyperplane separating two differ-

ent classes of data (in our case, documents) that will gener-

ate the best model for future data. The SVM method was

introduced by Vapnik[28], and has demonstrated very high

accuracy for pattern recognition and text categorization[15] .

For simplicity, let us assume that the training set consists

of N vectors xi (i = 1, 2, · · · , N) from the n-dimensional

feature space X ∈ Rn[29]. Each vector xi has an associ-
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ated target yi ∈ {−1, +1}. The linear SVM classification

approach searches for a boundary between the two classes

in X by means of a hyperplane. In the nonlinear case, data

are first mapped to a higher-dimensional feature space us-

ing a kernel function, i.e., Φ (X) ∈ Rn′′
. The membership

decision is based on sgn(f(x)), where f(x) represents the

discriminant function associated with the hyperplane in the

transformed space. This function is defined as

f(x) = wΦ(x) + b. (1)

There are many hyperplanes that can separate the

classes, but only one (the optimal hyperplane) maximizes

the distance between the hyperplane and the closest point.

The optimal hyperplane defined by the weight vector w =

w∗ ∈ Rn and the bias b = b∗ ∈ R is the one that minimizes

a cost function that expresses a combination of two crite-

ria: margin maximization and empirical risk minimization.

When adopting a one-norm measure of the empirical errors,

the SVM cost function is defined as

Ψ(w, ξ) =
1

2
w2 + c

N∑

i=1

ξi. (2)

3.2 Using probabilistic output

Due to their theoretical advantages and empirical suc-

cess, SVMs is considered as an attractive method to use in

active learning. To this end, we need to use a probabilis-

tic output in the querying strategy to indicate which of the

unlabeled samples will be most beneficial.

SVMs are mainly used to solve binary classification prob-

lems (those with only two known classes). However, we

are considering a multi-class problem (i.e., more than two

classes). Certain technical complexities conclude that us-

ing a single SVM to solve multi-class problems should be

avoided. A better approach is to use a combination of mul-

tiple binary SVM classifiers.

The SVM approach can be extended to multi-class clas-

sification problems using three well-known methods:

1) One-against-all using a winner-takes-all strategy.

2) One-against-one implemented by max-wins voting.

3) Error-correcting codes.

Hastie and Tibshirani[30] used the binary SVM outputs

to estimate the posterior probabilities

pi = Prob(ωi|x); i = 1, · · · , M

(as SVMs are discriminant classifiers, they do not natu-

rally admit posterior probabilities). These probabilities

were then used to implement a multi-class SVM classifier

based on a pairwise coupling strategy. The pairwise cou-

pling strategy assigns the sample under consideration to

the class with the largest p
[31]
i . Wu et al.[32] proposed two

new pairwise coupling schemes for the estimation of class

probabilities, and Duan and Keerthi[31] recommended the

use of one of the pairwise coupling schemes in [30, 32] as

the best kernel discriminant method for solving multi-class

problems.

In the context of this work, we use the LIBSVM

software[33] based on the pairwise coupling schemes in [32].

3.3 Active learning

In general, an active learner can be represented by the

following parameters[34]:

1) C: a supervised classifier,

2) Q: a query function used to select the most informative

unlabeled samples from a pool,

3) S: a supervisor who can assign the true class label to

any unlabeled sample of U ,

4) T : a labeled training set,

5) U : a pool of unlabeled samples.

The classifier C is first applied to the labeled training set

T , and then it considers the pool of unlabeled samples U .

Next, a query function Q is used to select the set of most

informative samples from U , and a supervisor S is queried

to assign their true class label. Active learning is an iter-

ative process, so newly labeled samples are included in the

training set T , and the classifier C is retrained using the

updated training set. The querying and retraining opera-

tions are repeated for some predefined number of iterations,

or until a stop criterion is satisfied[35].

Algorithm 1 describes the general active learning process.

Algorithm 1. Active learning procedure

1) Select a set of unlabeled samples from the pool (small

set of random samples), and assign a class label to each

sample. This set is the initial training set T.

2) Train the classifier C with the initial training set T

constructed in the first step.

Repeat

3) Query a set of samples from the pool U using query

function Q.

4) Supervisor S assigns a class label to each of the queried

samples.

5) Add the newly labeled samples to the training set T .

6) Retrain the classifier.

Until stopping criteria is satisfied.

T should be as small as possible while still permitting

the classifier to be well trained. The pool U should contain

multiple samples, but must also represent all classes. A

good active learning algorithm would be insensitive to the

number of unlabeled samples[36].

4 Proposed active learning method

This section describes the different steps of SVM-based

active learning methods. The main objective of the pro-

posed method is to minimize the number of labeled samples

without affecting the classification performance. This will

produce the following advantages:

1) a reduction in the cost of sample labeling,

2) the acceleration of the classifier training process.

The main issue is to achieve an acceptable accuracy with

consistent training and a tolerable labeling cost. If we use
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too many labeled samples, we will achieve high training

consistency, but an unacceptable cost, and vice versa.

4.1 Active learning using support vector
machines

Goudjil et al.[26, 27] concentrated on the estimated prob-

ability for the active learning process.

The process of sample selection from the pool is per-

formed sequentially using the labeled samples from the pre-

vious packet, and this procedure is repeated until all packets

in the pool have been processed. This selection strategy is

based on the SVM posterior probability. Goudjil et al.[26, 27]

proposed a threshold to measure how informative each un-

labeled sample in the pool is.

4.2 AL-SVM using multiple classifiers

AL-SVM provides a good balance between classification

accuracy and the number of labeled samples[26], but can-

not achieve optimum accuracy. Thus, we employ a set of

SVM classifiers to select the most informative samples in

each active learning iteration. This method improves the

confidence of the multi-class classification.

In this method, the pool of unlabeled data is divided

into packets of equal size and executed in sequence. The

algorithm selects a number of samples from the packet us-

ing a predefined criterion. The selected samples are then

labeled by an expert and added to the training set, while

all the other unlabeled data are discarded. This technique

enhances the accuracy of the classifier with each packet,

and terminates the learning process with the last packet,

which is a good stopping criterion. In every iteration of the

learning process, the optimal kernel parameters of the SVM

classifier are estimated using a cross-validation method.

The selection strategy in the proposed multi-classifier

AL-SVM (AL-MSVM) is based on the average of the pos-

terior probabilities estimated by a set of classifiers for each

sample. Thus, the most informative samples are those with

an average probability that is less than the threshold tsh.

These samples are then labeled by an expert, and added to

the training set of each classifier.

Algorithm 2. AL-MSVM

1) Start with a stream of packets of unlabeled data and

an initial training set for each classifier.

Repeat

2) Estimate the best parameters for each classifier using

a cross-validation method.

3) Apply each of the classifiers with their optimal pa-

rameters to the current packet. This will provide posterior

probabilities for the packet samples for each classifier.

4) Calculate the average posterior probability for each

sample.

5) Select samples with an average probability below the

threshold tsh as informative samples to be labeled.

6) Present the selected samples to the expert for labeling.

7) Add the labeled samples to the training set of each

classifier.

Until the last packet

5 Experiments and results

In this section, we evaluate the effectiveness of our pro-

posed method of selecting training samples. Experiments

were conducted using three text datasets, and the per-

formance of the proposed method was compared to SVM

method trained using whole dataset, we refer to this latter

as näıve approach or simply “SVM”. To stay compatible

and comparable with previous works, we use the same ex-

perimental settings in [26], details are in next subsections.

5.1 Dataset description

The validation of the proposed method was conducted

on the basis of three datasets in the field of text categoriza-

tion (TC). These benchmarks[37] were downloaded from a

publicly available repository of datasets for single-label text

categorization1 . Further details on these datasets are avail-

able on the website and in [38].

We used the following three class distributions for text

categorization tasks:

R8: The documents in Reuters-21578 appeared on the

Reuters newswire in 1987, and were manually classified by

personnel from Reuters Ltd. For this dataset, we used the

r8-train-stemmed and r8-test-stemmed files[38].

20ng: The 20ng dataset is a collection of approximately

20,000 newsgroup documents, partitioned (almost) evenly

across 20 different newsgroups. For this dataset, we used

the 20ng-train-stemmed and 20ng-test-stemmed files[38].

WebKB: The WebKB collection contains webpages from

computer science departments collected by the World Wide

Knowledge Base (WebKB) project of the CMU text learn-

ing group in 1997. For each of the different classes, the

collection contains pages from four universities (Cornell,

Texas, Washington, and Wisconsin), as well as miscella-

neous pages collected from other universities. For this

dataset, we used the WebKB-train-stemmed and WebKB-

test-stemmed files[38].

To represent the articles, we adopted the term frequency–

inverse document frequency (TFIDF) weighting method.

This statistical measure is used to evaluate the importance

of a word within an article in a dataset or corpus[39, 40].

5.2 Dataset preprocessing

The document representation is known to influence the

quality of the classification results. The main aim of prepro-

cessing the data is to reduce the problem of dimensionality

by controlling the size of the system′s vocabulary.

In the proposed method, each class with fewer than 200

samples is omitted (details of the updated datasets are given

in Table 1). The documents are then represented in a vector

1Available at http://web.ist.utl.pt/∼acardoso/datasets/
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model using TFIDF.

In some situations, preprocessing the dataset can also

unify the data in such a way as to improve the classifica-

tion performance. With this in mind, we adopt a histogram

feature extraction method by discarding every word that is

not contained in at least 1% of the documents. Table 2

lists the original features as well as those remaining after

preprocessing.

5.3 Experiments

In this initial phase of processing, the dataset is divided

into an initial training set (Tr), a test samples set (Ts),

and an unlabeled pool of samples (U) further divided into

several packets of equal size.

A selection of samples to be labeled is taken from a

packet, and their labels are determined by an expert. These

samples are then added to the training set. This process

continues until all the packets in a pool are exhausted. The

selection strategy is based upon the SVM posterior prob-

ability, with the threshold tsh used to define the informa-

tiveness of each unlabeled sample in a pool. To determine a

suitable value for tsh and the ideal size of Tr, we executed

the active learning process for several thresholds with differ-

ent training set sizes, and examined the resulting accuracy

with the test set.

5.3.1 Preparing the training experiment

Before conducting the classification experiments, the

datasets were randomly divided into six training sets of dif-

ferent sizes (10, 20, 25, 50, 75 and 100) for each class. The

pool was divided into packets containing 200 samples. AL-

SVM was applied to all training sets using different thresh-

old values. The upper and lower accuracy levels were found

by applying AL-SVM with thr = 100% and 0%, respec-

tively.

Table 3 lists the classification accuracy obtained by the

AL-SVM method using different training set sizes and

threshold values.

Table 4 presents the number of samples labeled using the

same initial training set size and different threshold values.

The main objective of this experiment was to choose the

best combination of threshold value and training set size.

This minimizes the number of labeled samples and maxi-

mizes the accuracy. For this reason, the minimum size of

the initial training set was chosen to be 20 samples per

class with a 70% threshold. This provides fairly accurate

results. These parameters were used in the other training

experiments.

A threshold of 70% does not mean that we select 70% of

the pool samples, rather it means that samples with a prob-

ability of less than 70% will be selected for labeling (which

represents 10% of samples in our case).

5.3.2 Results from AL-SVM

The dataset was divided to give a training dataset with 20

samples per class. The poo1 was divided into packets con-

taining 200 samples. AL-SVM was executed several times

with different initial training sets and the same threshold

(70%).

From Table 5, we can see that good results in terms of

accuracy are obtained with low training set sizes. For ex-

ample, AL-SVM achieves a classification accuracy of 95%

with the R8 dataset.

Note that AL-SVM provides an accuracy that is close

to the upper level using smaller training set sizes. Table 5

indicates that the number of labeled samples in the train-

ing set was reduced from 3 779 to 382 (reduction of 90%)

with a loss of only 1.5% accuracy. Examining the other two

datasets, we find that the number of labeled training sam-

ples can be reduced by 41% (20ng) and 56.54% (WebKB)

with a loss of accuracy of only 1.5% and 5%, respectively.

Table 1 Preprocessed datasets

Dataset Classes Total number of documents Smallest class Largest class

R8 6 7 479 271 3 923

20ng 20 16 841 251 999

WebKB 4 4 199 504 1 641

Table 2 Original and remaining features of the datasets

Dataset Original features Remaining features Gain

R8 4 982 2 031 59.23%

20ng 2 4040 7 971 66.84%

WebKB 4 856 2 280 53.05%

Table 3 Accuracy obtained by AL-SVM for R8 using different training set sizes and thresholds

Number of samples per class

10 20 25 50 75 100

Threshold < N%

10 83.92% 85.92% 86.16% 88.04% 91.92% 93.2%

30 94.04% 95.16% 95.72% 95.92% 95.56% 95.24%

50 94.56% 95.32% 95.64% 96.88% 97.36% 97.28%

70 95.16% 95.52% 95.96% 97% 97.24% 97.8%

90 96.08% 96.16% 96.28% 96.96% 97.4% 97.6%

100 96.84% 96.88% 96.96% 97.52% 97.92% 97.88%
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Table 4 Number of samples labeled by AL-SVM for R8 using different training set sizes and thresholds

Number of samples per class

10 20 25 50 75 100

Threshold < N%

10 0 0 0 0 0 0

30 110 59 59 27 15 15

50 279 193 189 147 118 109

70 460 378 359 279 225 238

90 782 699 685 555 500 489

100 3 779 3 779 3 779 3 779 3 779 3 779

These results are very encouraging. However, we expect

to obtain better results by applying the new AL-MSVM

method.

5.3.3 Results from AL-MSVM

To apply AL-MSVM, the dataset was divided into five

training sets with 20 samples per class, and the pool was

divided into packets of 200 samples. We applied the AL-

MSVM approach with a threshold of 70%.

Figs. 1 to 3 show the experimental results given by AL-

SVM and AL-MSVM for each dataset. The results are com-

pared to those of an SVM classifier trained on all available

data.

Table 6 lists the improvements in accuracy obtained us-

ing AL-MSVM. The proposed method enhances the accu-

racy given by SVM for all datasets. For example, for the

R8 dataset, AL-MSVM improves the classification accu-

racy by 0.36% using just 10.77% of the available samples,

whereas for the WebKB dataset, the accuracy was enhanced

by 1.27% with only 48.4% of the labeled pool samples. In

the case of the 20ng dataset, AL-MSVM increased the ac-

curacy by 2.4% using only 61.5% of the pool samples.

5.3.4 Discussion

In order to examine the detailed performance of meth-

ods, we evaluate the accuracy of each data set by varying

the number of packets for each of the algorithms compared

with other as shown in the results of Figs. 1 to 3, respec-

tively.

The result shows that two curves in Figs. 1 to 3 are rising

continuously from the first packet to the last one. It means

that the selected samples are really informative and it gives

more accuracy.

The performance of algorithms provides more accuracy

if the number of packets increases and it becomes closer to

SVM accuracy when using the latter packets. If we compare

our proposed algorithm with other algorithms, we found

that AL-MSVM performance is better than the baseline

active learning algorithms AL-SVM. The result also shows

that the last packets of AL-MSVM provides consistently

better performance than SVM in all datasets.

Table 7 illustrates a comparison of SVM with the profit

ratio by applying the algorithm of AL-SVM and AL-MSVM

in terms of accuracy and labeled samples. It shows that re-

sults of both methods are very close to SVM accuracy but

there is a difference between the two methods. The AL-

SVM shows a better accuracy for dataset R8. It is closer

to the “Upper” with a percentage ratio of −1.3 and this

accuracy is achieved by using 10.11% samples. The accu-

racy of AL-SVM for other datasets of 20ng and WebKB

has a minor difference from “Upper” with a ratio of 1.64%

and 5.09% respectively. The same difference of AL-SVM for

20ng and WebKB has been observed in a number of labeled

samples with a ratio of 59.19% and 43.45%, respectively.

The proposed method AL-MSVM provides a better re-

sult in accuracy than the “Upper” for all datasets. The

accuracy of AL-MSVM for R8, exceeds the AL-SVM with

a ratio of 1.7 % and this accuracy is gained by using 10.77%

samples. The accuracy of AL-MSVM for 20ng is better than

AL-SVM with a ratio of 4.13% . This accuracy is achieved

by using 61.31% samples which means that the dataset 20ng

provides a superior accuracy as compared to other datasets.

The result shows that accuracy of AL-MSVM for dataset

WebKB is better than AL-SVM with a ratio of 6.36%. This

accuracy is achieved by using 48.4% samples.

These results might be explained by the nature of the

used datasets, compared to the R8 dataset, the two datasets

20ng & WebKB are web related data collections. These

datasets are using more features (unique words) as com-

pared to R8. Tables 1 and 2 show that R8 contains 7 478

documents with 4 982 features which has average ratio of 1.5

while 20ng and WebKB has average ratio of 0.86 and 0.7

respectively. It shows that the feature number in 20ng and

WebKB is about double as compared to R8. We do believe

that this characteristic in web related dataset makes the

classification more challenging than other text documents.

In fact, it is known that to classify documents with more

features we need more labeled samples in training. It is

also this characteristic that makes active learning methods

more beneficial for text classification for the web related

datasets as compare to the other dataset. It permits addi-

tional features to SVM which help to find more hyperplanes

separating the classes.

6 Conclusions

In this study, we developed a novel active learning

method for text classification that selects a batch of infor-

mative samples for manual labeling by an expert. The pro-

posed AL-MSVM is based on the posterior probability es-

timated by a set of SVM classifiers. Extensive experiments

were performed on three well-known real text categoriza-

tion datasets. To empirically assess the effectiveness of the

proposed method, we compared it with the results given by

an SVM classifier applied to the whole dataset. This com-

parison demonstrates that the proposed AL-MSVM method

increases the classification accuracy and retains very good

stability with all datasets.
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Fig. 1 Accuracy of AL-SVM, AL-MSVM, and näıve SVM classifier trained on all available data with R8 (20 initial training samples

per class)

Fig. 2 Accuracy of AL-SVM, AL-MSVM, and nai SVM classifier trained on all available data with WebKB (20 initial training samples

per class)

Fig. 3 Accuracy of AL-SVM, AL-MSVM, and naive SVM classifier trained on all available data with 20ng (20 initial training samples

per class).
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Table 5 Accuracy obtained by the AL-SVM approach for the different datasets

Dataset Lower Upper AL-SVM Labeled Data size

R8 83.33% 96.98% 95.64% 382 3 779

20ng 43.79% 74.87% 73.23% 434 5 7 341

WebKB 53.07% 83.86% 78.77% 869 2 000

Table 6 Accuracy obtained by the AL-MSVM approach for the different datasets

Dataset Lower Upper AL-MSVM Labeled Data size

R8 83.33% 96.98% 97.34% 407 3 779

20ng 43.79% 74.87% 77.36% 4 503 7 341

WebKB 53.07% 83.86% 85.13% 968 2 000

Table 7 Profit ratio by applying AL-SVM and AL-MSVM in terms of accuracy and labeled samples

Dataset SVM Profit in accuracy Profit in number of labeled samples

AL-SVM AL-MSVM AL-SVM AL-MSVM

R8 83.33% −1.344 0.36% 10.11% 10.77%

20ng 43.79% −1.64 2.49% 59.19% 61.34%

WebKB 53.07% −5.089 36 1.27% 43.45% 48.40%
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