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Abstract: The number of Internet users and the number of web pages being added to WWW increase dramatically every day. It
is therefore required to automatically and efficiently classify web pages into web directories. This helps the search engines to provide
users with relevant and quick retrieval results. As web pages are represented by thousands of features, feature selection helps the web
page classifiers to resolve this large scale dimensionality problem. This paper proposes a new feature selection method using Ward′s
minimum variance measure. This measure is first used to identify clusters of redundant features in a web page. In each cluster, the
best representative features are retained and the others are eliminated. Removing such redundant features helps in minimizing the
resource utilization during classification. The proposed method of feature selection is compared with other common feature selection
methods. Experiments done on a benchmark data set, namely WebKB show that the proposed method performs better than most of
the other feature selection methods in terms of reducing the number of features and the classifier modeling time.
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1 Introduction

With web being used to its full potential, retrieving more
relevant results to a user query is a challenge to the search
engines. With the introduction of the WWW, data accu-
mulates in a speed unmatchable by the humans capacity of
data processing. This huge repository needs to be metic-
ulously organized to enable efficient and quick information
retrieval. Manually classifying web pages into predefined
categories needs time, human expertise and utmost care.
All these factors have paved the way for automatic web
page classification (WPC). WPC also helps many informa-
tion management and retrieval tasks such as constructing
and expanding web directories, improving the quality of web
search results, building efficient focused crawlers, helping
question answering systems and building domain specific
search engines[1]. WPC has a strong connection with natu-
ral language processing, data mining, text mining, machine
learning, information retrieval and knowledge management.

Since web pages have text and multimedia data, they can
be viewed as structured, semi-structured or unstructured.
This has imposed additional challenges to WPC than tradi-
tional text classification. Many algorithms and approaches
for selecting the best features for WPC and modeling web
page classifier itself have been stated in literature. The
performance of all such algorithms depends highly on the
preprocessing done on the web pages and the initial set of
extracted features. Furthermore, the presence of redundant
and irrelevant attributes could mislead the analysis. Includ-
ing all the attributes in the data mining procedures not only
increases the complexity of the analysis, but also degrades
the accuracy of the result. So, the best representative fea-
tures of a web page have to be extracted and this has a
significant role in reducing the dimensionality, time and re-
sources needed to classify a web page. The objective of this
paper is to propose a feature selection method which helps
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to improve the performance of web page classifiers. This
method uses Ward′s minimum variance measure to identify
the redundant features in a web page. Two features are
said to be redundant, if the variance between them is less,
otherwise they are non-redundant. The best representative
features in a cluster are retained and the others are elim-
inated. This method of reducing the dimensionality helps
in improving the performance of the web page classifiers by
reducing their learning time.

The rest of the paper is organized as follows. Section
2 highlights the related work, proposed work is described
in Section 3, details of the experiments are summarized in
Section 4, and Section 5 highlights the results and findings.

2 Related work

Many approaches for automatic web page classification
have been witnessed over years in literature. Without pre-
processed data, there is no good mining results. The per-
formance of the web page classifiers are improved from dif-
ferent perspectives, e.g., dimensionality reduction (feature
selection), using the word occurrence statistics in a web
page (content based), using the relationship between differ-
ent web pages (link based), using the association between
queries and web pages (query log based), and using the
structure of page, images, links contained in the page and
their placement (structure based). This paper focuses on
improving WPC by reducing the feature space.

Since web pages are of high-dimensions and have noisy
information, they need to be properly preprocessed to re-
duce the learning time and the complexity of the classifiers.
Feature selection is one way of solving the curse of dimen-
sionality for content based web page classifiers. It has been
an active research area in pattern recognition, statistics,
and data mining communities. The main idea of feature
selection is to choose a subset of input variables by elim-
inating features with little or no predictive information.
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Feature selection can significantly improve the comprehen-
sibility of the resulting classifier models and often build a
model that generalizes better to unseen points. Further, it
is often the case that finding the correct subset of predictive
features is an important problem in its own right.

In [2], a study of the appropriate feature selection tech-
niques for WPC is explored to obtain a minimum number
of highly qualitative features. The authors have combined
CfsSubset evaluator with term frequency to achieve good
classification accuracy[2]. Three distinct features of a web
page namely, the URL, title and meta data which are be-
lieved to have more predictive information about a web page
are used[3] with machine learning methods to classify a web
page. The output of principal component analysis (PCA)
is combined with a manual weighting scheme to classify
web pages using neural networks in [4]. A fuzzy ranking
analysis with discriminating power measure[5], rough set
theory[6] and an integrated use of ant colony optimization
with fuzzy-rough sets[7], is used to reduce the dimensions of
web pages. A study of rough sets, their extension and ap-
plications in data mining is explored in [8]. A new feature
selection method that incorporates hierarchical information
about the categories is used in [9]. This prevents the clas-
sifying process from going through every node in the hier-
archy. On page features (content based) and features of
neighboring pages (context based) are used[10] to classify a
web page.

A genetic algorithm that determines the best features for
a given set of web pages is proposed in [11], to decrease the
feature space. The feature space can also be reduced by
identifying and eliminating redundant (relevant) features
in a web page. A feature selection method using Bayes
theorem is proposed in [12]. The dependence between two
attributes is determined based on the probabilities of their
joint values that contribute to the positive and negative
classification decisions. This paper proposes Ward′s min-
imum variance measure to identify clusters of similar or
redundant features in a web page. In each such cluster, the
best representative features are retained and the others are
eliminated. This helps in reducing the dimensions of the
data, which is used to model the web page classifiers.

3 Proposed work

It is widely accepted by the machine learning community
that, there is no good mining results without good data.
So, in this paper, web page classification is implemented in
three steps namely, preprocessing, feature selection using
the proposed method and classifier induction.

3.1 Preprocessing

For high-dimensional data sets, like web pages, if features
are not properly selected, the time taken to model the clas-
sifier will increase. This work attempts to minimize the
time taken to build the classifier by using a series of pre-
processing steps. The preprocessing steps for improving the
performance of web page classifiers are described as follows.

1) Convert each web page to a text file.
2) Extract the best features from each web page and con-

struct a web page-feature matrix. Find the term frequency
and inverse document frequency of each new feature in the

web pages. These features will be the best representative
features of a web page category, Finitial. Each web page is
represented as a vector with the weight of a feature f in a
web page i calculated as

wij = tfij × idfi = tfij log2

(
N

dfi

)
(1)

tfij =
fij

maxi fij
(2)

where N is the number of web pages in the collection, tfij

is the frequency of term i in web page j, dfi is the web page
collection frequency of a feature, maxi {fij} is the frequency
of the most common term in the web page.

3) Remove web pages which have all feature weights as
zero.

4) Identify and eliminate the duplicate and conflicting
web pages.

3.2 Proposed feature selection framework

The proposed method has two steps: Identify clusters of
redundant features (using Ward′s minimum variance mea-
sure) and eliminate redundant features.

3.2.1 Identify clusters of redundant features

Ward′s algorithm[13] is a commonly used procedure for
forming hierarchical groups (clusters) of mutually exclusive
subsets. Other than computing distances between clus-
ters, it forms clusters by maximizing within-clusters ho-
mogeneity. The within-group (i.e., within-cluster) sum of
squares is used as the measure of homogeneity. That is, the
Ward′s method tries to minimize the total within-group or
within-cluster sum of squares. Clusters are formed at each
step such that the resulting cluster solution has the fewest
within-cluster sums of squares. The within-cluster sums of
squares is also known as the error sums of squares (ESS)
or variance E. This method is considered to be the very
efficient[14]. Although it tends to create clusters of small
size, the intra-cluster similarity will be more. Motivated by
this key property of this method, this paper proposes to use
the same idea for identifying redundant features in a web
page.

Input: Feature matrix F , of order n×m, where n is the
number of instances and m is the number of features.

Output: Clusters with redundant features Creduntant

where Creduntant = {C1, C2, C3, · · · , Cnk}. Each Ci in
Creduntant is a cluster of redundant features, pi is the size of
cluster Ci and nk is the number of clusters.

Method
1) Initially, each feature itself is in an individual cluster,

with variance, E = 0.
2) Repeat the following steps for each adjacent pairs of

rows FiFi+1, where i = 0 to n− 1. (Note: Clusters formed
in an earlier stage are never unmerged).

2.1) Find all possible mergers of features in the two rows.
2.2) Calculate the mean and variance E of each possible

merger.
2.3) Choose the merger with minimum variance E, where

E of a possible merger is defined by

E =

nk∑
i=1

pi∑
j=1

[Fij −mi]
2
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where nk represents the number of clusters in the current
merger, mi represents the mean of cluster i in the current
merger, Fij represents the value of j-th feature in cluster i,
and pi represents the number of features in cluster i.

2.4) Calculate the vote of each merger with minimum E,
identified for these two rows.

3) By majority voting, choose the merger with highest
vote. Each merger will have clusters with different number
of features. Clusters with more than one feature are said to
have redundant feature groups

3.2.2 Eliminate redundant features

Input: Clusters with redundant features Creduntant

where Creduntant = {C1, C2, C3, · · · , Cnk}. Each Ci in
Creduntant is a cluster of reduntant features, pi is the size
of cluster Ci, nk is the number of cluster, and pi is the size
of a cluster.

Output: Reduced feature set
R = {C1best, C2best, · · · , Cnkbest}

Method
for i = 1 to nk do

for each Ci in Creduntant

for j = 1 to pi

1) Rank each feature Fi, using its informa-
tion gain in predicting the class label

2) Select the feature Fi with the highest
rank

end
end

end

3.3 Classification

To evaluate the proposed feature selection method for
web page classification, various machine learning classifiers
like neural network based classifier (NN), k nearest neigh-
bor (kNN), support vector machine based classifiers (SVM)
and ensembled classifiers (boosting), naive Bayesian clas-
sifier (NB), decision tree based classifier (J48) are trained
using WEKA. Previous studies have shown that NN, kNN,
SVM and boosting methods exhibit good performance with
classifying high dimensional data. NB and J48 classifiers
are known for their simplicity and easy interpretation of the
results respectively. Features are selected by other common
feature selection methods namely, PCA, information gain,
relief, gain ratio, oneR Attribute eval, and symmetric un-
certainty attribute eval. The performances of the classifiers
are evaluated with the full set of features and with the fea-
tures selected by various other methods. The classifiers are
tested using 10 fold cross-validation for various sizes of web
page collections.

4 Experiments and results

Experiments were done on a benchmark data set called
WebKB[15]. This data set contains WWW-pages collected
from computer science departments of various universities.
The pages are manually classified into the following cate-
gories: student, faculty, staff, department, course, project
and others. For the analysis of the proposed work, course
web pages are considered as positive examples and student
web pages as negative examples. Table 1 shows the details
of the various web page collections taken for experiments.

Table 1 The initial data set

Data set No. of instances No. of features

70–30 100 2774

100–100 200 4185

200–200 400 6654

300–200 500 7874

300–300 600 8963

350–150 500 7651

400–200 600 8508

400–300 700 9563

400–400 800 10363

To reduce the high dimensions of the web pages, they
undergo a series of preprocessing steps. The HTML tags,
stop words, punctuations, digits and hyphens are removed
from the web pages in our preprocessing phase. Then,
the web pages are subsequently stemmed. Table 2 shows
the results after preprocessing over the various number of
positive–negative web page collections.

Table 2 The data set after preprocessing

Data set No. of instances No. of features

70–30 56 5

100–100 92 6

200–200 291 13

300–200 298 9

300–300 414 14

350–150 391 13

400–200 432 15

400–300 557 17

400–400 585 17

The results of Table 2 indicate that preprocessing re-
duces the dimensions of the web pages considerably. This
is required for improving the performance of the web page
classifiers. Table 3 shows the results of the proposed feature
selection method using Ward′s minimum variance measure.
The clusters with more than one members are features with
minimum variance E, found by the Ward′s method. So, fea-
tures in these clusters are identified as redundant features.
Modeling a classifier using all these redundant features will
require maximum utilization of computer resources. There-
fore, only the features in a cluster that have more predictive
information of the category of a web page are retained and
the others are eliminated. Such best representative features
in each cluster are selected by ranking feathers using infor-
mation gain.

Table 4 compares the performance of the proposed
method with PCA, information gain, relief, gain ratio, oneR
Attribute eval, symmetric uncertainty attribute eval. Com-
pared to the other feature selection methods, it can be in-
ferred from Table 4 and Fig. 1, that the proposed method
using Ward′s minimum variance achieves the highest level
of dimensionality reduction. The methods info gain, relief,
gain ratio, oneR and symmetric uncertainty attribute eval
suggest that all attributes are significant for classification.
PCA reduces the number of features for seven out of ten
input data sets. The significance of the features selected
is tested by running various machine learning classifiers
namely, NN, kNN, SVM, ensembled boosting method,
NB, and J48. The performances of the classifiers are
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Table 3 Clusters of redundant features formed and the final selected features

Data set Clusters Selected features

70–30 (1) (2,3,4,5) 1,5

100–100 (2,4,5,6) (3) (1) 1,3,5

200–200 (2,3,12) (11,13) (1) (4) (5) (6) (7) (8) (9) (10) 1,4,5,6,7,8,9,10, 12,13

300–200 (4,5,7,9) (8) (1) (2) (3) (6) 1,2,3,4,6,8

300–300 (12) (3,4,5,14) (1) (2) (5) (6) (7) (8) (9) (10) (11) (12) (13) 1,2,6,7,8,9,10,11, 12,13,14

350–150 (2,3,4,13) (1) (5) (6) (7) (8) (9) (10) (11) (12) 4,1,5,6,7,8,9,10,11,12

400–200 (2,3,5,15) (1) (4) (6) (7) (8) (9) (10) (11) (12) (13) (14) 2,1,4,6,7,8,9,10,11,12,13,14

400–300 (1,4,5,17) (2) (3) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 2,3,6,7,8,9,10,11,12,13,14,15,16,17

400–400 (1,4,5,17) (2) (3) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) 2,3,6,7,8,9,10,11,12,13,14,15,16,17

Table 4 Number of features selected by each feature selection algorithm

Data set Original No. of attributes Ward′s method PCA Info gain Relief Gain ratio OneR Symetric

70–30 5 2 5 5 5 5 5 5

100–100 6 3 6 6 6 6 6 6

200–200 13 10 12 13 13 13 13 13

300–200 9 6 8 9 9 9 9 9

300–300 14 11 13 14 14 14 14 14

350–150 13 10 12 13 13 13 13 13

400–200 15 12 14 15 15 15 15 15

400–300 17 14 16 17 17 17 17 16

400–400 17 14 16 17 17 17 17 17

Fig. 1 Number of features selected by various feature selection methods

evaluated with three sets of features namely full set, fea-
ture subset chosen by Ward′s, and feature subset chosen by
PCA. The classification accuracy of the kNN classifiers with
features selected by various methods are shown in Table 5.

The results of Table 5 show that the classification accu-
racy is considerably the same in all three cases. With the
reduced number of features, the proposed method is able to
maintain the classification accuracy. The features selected
are themselves more predictive of the category of the web

page. The classification accuracy of the NN classifiers with
features selected by various methods are shown in Table 6.

The results in Table 6 show that the performance of
the NN classifiers with features selected by the proposed
method is better than those selected by PCA. Although
the accuracy with full features is slightly better than that
with features selected by the proposed method, there is a
significant difference in the time taken to model the classi-
fier in all three cases as shown in Fig 2.
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Table 5 Accuracy of kNN classifier on the features selected by

each feature selection algorithm

Data set Full features Ward′s method PCA

70–30 96.42 98.21 96.42

100–100 94.56 96.74 94.56

200–200 96.21 90.03 94.15

300–200 94.29 91.95 93.95

300–300 95.65 95.17 96.13

350–150 97.18 96.68 96.93

400–200 96.71 96.06 96.99

400–300 95.33 95.51 95.51

400–400 96.06 94.70 96.06

Average 95.82 95.00 95.63

Table 6 Accuracy of NN classifier on the features selected by

each selection algorithm

Data set Full features Ward′s method PCA

70–30 100.00 100.00 100.00

100–100 92.39 96.74 92.39

200–200 94.84 89.69 93.15

300–200 93.28 91.28 93.23

300–300 96.61 95.65 95.63

350–150 95.90 95.95 95.39

400–200 96.75 96.79 96.52

400–300 96.65 96.25 96.12

400–400 95.21 95.56 95.12

Average 95.74 95.33 95.28

It can be inferred from Fig. 2 that the time taken to model
the NN classifier with features selected by the proposed
method is the least of all three of feature selection meth-
ods. Running NN classifier with features selected by the
proposed method is significantly faster than NN classifier
with full set of features and features selected by PCA. The
classification accuracy of the ensemble classifier namely Ad-
aBoost, SVM, NB with features selected by various meth-
ods are shown in Tables 7 and 8, respectively. Tables 7 and
8 show that the classification accuracy is the same in all
three cases. However, the classification accuracy is main-
tained with the reduced number of features selected by the
proposed method rather than using the full set of features.

Table 7 Accuracy of boosting classifier on the features

selected by each feature selection algorithm

Data set Full features Ward′s method PCA

70–30 100.00 100.00 100.00

100–100 96.74 96.74 96.74

200–200 91.75 90.03 90.72

300–200 96.64 91.61 93.62

300–300 94.44 94.44 94.68

350–150 95.65 94.37 93.86

400–200 95.13 93.75 93.75

400–300 94.07 94.97 94.43

400–400 92.80 92.14 92.47

Average 95.24 94.23 94.47

Fig. 2 Comparison of classifier modelling time of NN classifier
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Table 8 Accuracy of SVM classifier on the features selected by

each feature selection algorithm

Data set Full features Ward′s method PCA

70–30 100.00 100.00 100.00

100–100 96.74 96.74 96.74

200–200 95.87 92.09 94.84

300–200 96.64 91.95 93.28

300–300 96.13 96.13 96.13

350–150 96.67 96.16 96.67

400–200 96.54 95.83 96.06

400–300 97.66 95.87 97.48

400–400 96.41 96.07 95.89

Average 96.96 95.65 96.34

Tables 9 and 10 show the results of classification accuracy
with full set of features and reduced features using NB and
J48 classifiers. In case of NB, the classification accuracy
with features selected by PCA is the same as that obtained
with the full set of features. In case of J48 classifier, the
results in both cases are not as accurate as the results with
the full set of features. However, the features selected by
the proposed method result in better classification accuracy
than those selected by PCA.

Table 9 Accuracy of NB classifier on the features selected by

each feature selection algorithm

Data set Full features Ward′s method PCA

70–30 100.00 100.00 100.00

100–100 93.47 88.04 93.47

200–200 94.15 91.75 93.81

300–200 96.64 90.27 93.95

300–300 95.89 95.65 95.89

350–150 96.41 94.63 95.65

400–200 93.98 93.29 93.75

400–300 95.15 95.15 94.97

400–400 94.70 94.70 94.18

Average 95.58 93.71 95.07

Table 10 Accuracy of J48 classifier on the features selected by

each feature selection algorithm

Data set Full features Ward′s method PCA

70–30 100.00 100.00 100.00

100–100 96.73 96.74 96.12

200–200 92.09 89.04 91.40

300–200 95.64 91.95 93.25

300–300 94.44 91.55 91.00

350–150 93.35 94.25 93.13

400–200 94.44 93.50 92.50

400–300 92.99 93.72 93.17

400–400 93.50 93.25 93.00

Average 94.78 93.78 93.73

To conclude, in terms of the factors such as running
time and the number of features selected, the proposed
method shows superior results over all the six feature se-
lection methods tested. In terms of classification results,
the average classification accuracy with features selected by
the proposed method either increases or remains the same
in 4/6 cases as compared to features selected by PCA.

5 Conclusions

Since web pages are high-dimensional data, they need to
be preprocessed well before modeling a web page classifier.
In this paper, the number of dimensions used to model a
web page classifier is reduced after using a novel feature
selection algorithm. This algorithm involves two steps: 1)
identifying clusters of redundant features using Ward′s min-
imum variance measure; 2) the best representative feature
of each cluster is then selected and the others are eliminated
using information gain with ranked features. The proposed
algorithm is used for classifying web pages from WebKB
repository. The experimental results show that the pro-
posed method selects significantly less number of features
than many of the other existing feature selection methods.
Various classification algorithms have shown good perfor-
mance with these reduced features in terms of classification
accuracy.

The proposed method of feature selection can be used in
domains, like medical domains, where obtaining features is
really expensive. Our future work would be to explore the
performance of this method on multiple categories of web
pages.
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