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Abstract: This paper addresses an integrated relative position and attitude control strategy for a pursuer spacecraft flying to a
space target in proximity operation missions. Relative translation and rotation dynamics are both presented, and further integratedly
considered due to mutual couplings, which results in a six degrees-of-freedom (6-DOF) control system. In order to simultaneously achieve
relative position and attitude requirements, an adaptive backstepping control law is designed, where a command filter is introduced to
overcome “explosion of terms”. Within the Lyapunov framework, the proposed controller is proved to ensure the ultimate boundedness
of relative position and attitude signals, in the presence of external disturbances and unknown system parameters. Numerical simulation
demonstrates the effect of the designed control law.
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1 Introduction

By virtue of growing space activities worldwide, au-
tonomous spacecraft proximity operations have received in-
creasing attention in recent years. Especially, their great
application prospects and importance have been gradually
shown in missions including space debris removing, in-orbit
satellite maintenance, spatial refueling, spacecraft forma-
tion flying, and space station installation. Furthermore,
several programs have been brought forward and even devel-
oped as technology demonstrations, such as NASA′s DART
program[1], SSC′s Prisma project[2], and Orbital Servicing
Limited′s CX-OLEV[3]. It is noticeable that, to ensure
these missions′ success, autonomous rendezvous with pre-
cise position and attitude control is the key technology[4].

The background of this paper accounts for the problem of
forcing an active spacecraft, namely pursuer, to approach a
target spacecraft in proximity, and simultaneously enabling
the attitude of pursuer synchronize with the target.

In view of space operations, the kinematics and dynam-
ics of the spacecraft always perform highly nonlinear. Early
studies usually separately considered the translation and
rotation maneuvers of a spacecraft[5, 6]. However, the or-
bital and attitude subsystems are mutually coupled, which
is mainly due to the dependence of the thrust orientation
for translation control on the spacecraft attitude and the
thruster configuration. Therefore, different from the sep-
arated control strategy, the proximity operations in con-
sideration fiercely necessitate a systematic precise control
strategy for 6-DOF coupled position and attitude motion of
a maneuverable pursuer spacecraft. This challenging prob-
lem has been increasingly focused on in recent years[7−13].
Reference [7] proposed an adaptive nonlinear tracking con-
trol law to ensure the global asymptotic convergence of the
relative translation and attitude position tracking errors.
Using the same model, an output feedback tracking con-
trol to achieve the same goal was put forward in [8]. A
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nonlinear integrated position and attitude suboptimal con-
trol method, namely θ-D technique, was presented to cope
with spacecraft proximity operations, including space de-
bris capture[9] and tumbling target approach[10, 11]. Refer-
ence [12] designed a globally stable chattering free sliding
mode robust controller to enable both position and attitude
tracking error converge to equilibrium, where a thruster
layout was considered. Reference [13] utilized three non-
linear state feedback controllers, involving passivity-based
PD-plus controller, sliding surface controller, and integra-
tor backstepping controller, to solve the problem of tracking
relative 6-DOF motion in a leader-follower spacecraft for-
mation.

Owing to the recursive use of Lyapunov functions, in-
tegrator backstepping is regarded as a powerful nonlin-
ear control method leading to a wide application[13−15].
Nevertheless, it is important to note that the standard
backstepping technique easily suffers from “explosion of
terms” caused by repeated differentiations of desired vir-
tual controllers[16−20]. To surmount this flaw, a dy-
namic surface control (DSC) technique was proposed and
developed[16−19], where a first order filtering of the synthe-
sized desired virtual control law was introduced at each step
of the backstepping design procedure. Reference [20] came
up with a command filtered backstepping method, where
a second-order filtering of the command signal was used to
obviate the need for the analytic computation of the desired
virtual control and its differentiations. Moreover, the rigor-
ous analysis of the command filter on closed-loop stability
was stated with Tikhonov′s theorem.

In this paper, based on the 6-DOF translational and ro-
tational dynamics of the pursuer spacecraft relative to the
target spacecraft[21], taking thruster layout into account, an
integrated position and attitude control strategy is designed
by using adaptive backstepping technique and singular per-
turbation theory, where a command filter[20] is used to over-
come the “explosion of terms”. It follows that, by using
Lyapunov theorem[22, 23], the proposed control law guaran-
tees the ultimate boundedness of the relative position and
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attitude signals, in spite of unknown parameters and exter-
nal disturbances; moreover, the corresponding bounds can
be made arbitrarily small by adjusting parameters appro-
priately. A numerical simulation illustrates the effect of the
designed control law.

The rest of this paper is organized as follows. In Sec-
tion 2, the translational and rotational coupled dynamics
of the spacecraft are stated. Then, an integrated trans-
lational and rotational adaptive backstepping control law
is developed for the coupled system in Section 3. Next,
numerical simulation results applying the proposed control
law to a scenario of forcing a spacecraft to pursue a space
target are presented in Section 4. At last, Section 5 draws
the conclusions.

2 Problem formulation

In the scope of this study, a pursuer spacecraft is con-
sidered to approach a space target in proximity with si-
multaneous attitude maneuvering. Hence, to precisely con-
trol the relative position and attitude of two spacecraft, the
relative translational and rotational dynamics modeling is
necessary. To this end, several frames are described first,
and then based on [21], the relative position and attitude
coupled dynamics are formulated.

As shown in Fig. 1, the inertial frame is represented by
the standard earth-centred inertial (ECI) frame Fi. Addi-
tionally, the orbit frame is the standard local vertical/local
horizontal (LVLH) frame Ft centered on the target with the
basis vectors of the frame being defined as eeer = rrrt/rt, eeeθ =
eeeh×eeer, eeeh = hhh/h, where hhh = rrrt× ṙrrt is the angular momen-
tum vector of the target motion orbit and h = ‖hhh‖. The
relative position vector between two spacecraft is denoted
by

ppp = rrrp − rrrt = xeeer + yeeeθ + zeeeh. (1)

Fig. 1 Coordinate frames

Moreover, the body frames of the pursuer and target, Fpb

and Ftb, are also respectively formulated with origin in the
corresponding center of mass and unit vectors coincide with
their principal axes of inertia.

According to the basic equation of the two-body problem,
the nonlinear relative dynamics can be represented in frame
Ft as

mpp̈pp + CCCt(γ̇)ṗpp + DDDt(γ̇, γ̈, rp)ppp + nnnt(rrrp, rrrt) = FFF a + FFF d (2)

where mp is the mass of the pursuer; γ is the true anomaly
of the target; FFF a ∈ R3 is control force vector, while FFF d

denotes disturbance forces; CCCt(γ̇), DDDt(γ̇, γ̈, rp), nnnt(rp, rt)
yield

CCCt(γ̇) = 2mpγ̇
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nnnt(rp, rt) = mpµ

[
rt

r3
p

− 1

r2
t

0 0

]T

. (5)

On the other hand, the relative attitude kinematics can
be expressed as

q̇qq = TTT (qqq)ω (6)

where qqqT=
[

q0 qqqT
v

]
is the unit quaternion represent-

ing the relative attitude of two spacecraft, satisfying the
constraint[24]

q2
0 + qqqT

v qqqv = 1 (7)

with q0 ∈ R, qqqv ∈ R3, and

TTT (qqq) =
1

2

[
−qqqT

v

q0III + SSS(qqqv)

]
, TTT (qqq)TTTT (qqq) =

1

4
(8)

where SSS(qqqv) = qqqv× is the cross product operator.
The relative angular velocity between frames Fpb and Ftb

expressed in frame Fpb is governed by

ω = ωpb
i,pb −RRRpb

tb ωtb
i,tb (9)

where ωpb
i,pb denotes the inertial angular velocity of

frame Fpb expressed in frame Fpb; while ωtb
i,tb denotes that

of frame Ftb expressed in frame Ftb. RRRpb
tb represents the

transformation matrix from frame Ftb to Fpb and yields

RRRpb
tb = (q2

0 − qqqT
v qqqv)III + 2qqqvqqq

T
v − 2q0SSS(qqqv). (10)

Furthermore, the relative attitude dynamics can be ob-
tained in frame Fpb as

JJJpω̇ + CCCr(ω)ω + nnnr(ω) = τd + τa (11)

where τττd, τττa respectively denote the control torque and the
disturbance torque; CCCr(ω),nnnr(ω) yield

CCCr(ω) = JJJpSSS(RRRpb
tb ωtb

i,tb) + SSS(RRRpb
tb ωtb

i,tb)JJJp −
SSS(JJJp(ω + RRRpb

tb ωtb
i,tb)) (12)

nnnr(ω) = SSS(RRRpb
tbωωωtb

i,tb)JJJpRRRRRRRRR
pb
tb ωtb

i,tb −
JJJpRRR

pb
tbJJJ−1

t SSS(ωtb
i,tb)JJJ tω

tb
i,tb (13)

where JJJp and JJJ t are inertia matrices of the pursuer and the
target, respectively.

Define

xxx1 =

[
ppp

qqq

]
, xxx2 =

[
ṗpp

ω

]
(14)
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and combining (2), (6) and (11), the integrated model can
be expressed as

{
ẋxx1 = Λxxx2

MMMpẋxx2 = FFF + WWW −CCCxxx2 −DDDxxx1 −nnn
(15)

where

Λ=

[
III 0

0 TTT (qqq)

]
, MMMp =

[
mpIII 0

0 JJJp

]
,

CCC =

[
CCCt(γ̇) 0

0 CCCr(ω)

]
, DDD =

[
DDDt(γ̇, γ̈, rp) 0

0 000

]
,

nnn=

[
nnnt(rp, rt)

nnnr(ω)

]
, FFF =

[
FFF a

τa

]
, WWW =

[
FFF d

τd

]
.

As mentioned in Section 1, the major coupling between
position and attitude dynamics results from the depen-
dence of the thrust orientation for translation control on the
spacecraft attitude and the thruster configuration. There-
fore, for integrated control, the thruster layout should be
considered. According to [12], suppose the pursuer space-
craft shows a cuboid shape with total six thrusters fixed
as shown in Fig. 2. Considering each thruster generates
a force fi, i = 1, 2, · · · , 6, and defining thrust vector as

fff =
[

f1 f2 f3 f4 f5 f6

]T

, the control input FFF in

(15) can be thus expressed as

FFF =

[
FFF a

τττa

]
=

[
RRRt

tbRRR
tb
pb 0

0 III

]
AAAlayoutfff =AAAfff (16)

where RRRt
tb denotes the transformation matrix from Ftb to

Ft, and the thruster installation matrix AAAlayout is given by

AAAlayout =


0 0 1 −1 0 0

0 0 0 0 1 −1

1 −1 0 0 0 0
L2
2

L2
2

0 0 L3
2

L3
2

−L1
2

−L1
2

L3
2

L3
2

0 0

0 0 −L2
2

−L2
2
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2
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2




.
(17)

Fig. 2 Thrusters installation

Meanwhile, it is worthy noticing that, considering some
of targets are non-cooperative, the inertia matrix of the
target JJJ t may be not measurable, which incurs the term
JJJpRRR

pb
tbJJJ−1

t SSS(ωtb
i,tb)JJJ tω

tb
i,tb in (15) is unknown. To facilitate

the parametrization of the term nnn in (15), with the defi-
nition of a linear operator L : R3 → R3×6 acting on an

arbitrary vector aaa =
[

a1 a2 a3

]T

such that

L(aaa) =




a1 0 0 0 a3 a2

0 a2 0 a3 0 a1

0 0 a3 a2 a1 0




the transformation[8]

JJJpRRR
pb
tbJJJ−1

t SSS(ωtb
i,tb)JJJ tω

tb
i,tb = UUUθ (18)

where

θ =UUU1θθθt ∈ R324, UUU = UUU4UUU5 ∈ R3×324,

θt =
[

JJJ t11 JJJ t22 JJJ t33 JJJ t23 JJJ t13 JJJ t12

]T

∈ R6,

UUU1 =




∆T
1

...

∆T
18


 ∈ R324×6,

∆i =




δi · · · O1×3

...
. . .

...

O1×3 · · · δi


 ∈ R6×18, i = 1, 2, · · · , 18,

δi =rowi(UUU2) ∈ R1×3, UUU2 = UUU3JJJ
−1
t ∈ R18×3,

UUU3 =




θp O6×1 O6×1

O6×1 θp O6×1

O6×1 O6×1 θp


 ∈ R18×3,

θp =
[

JJJp11 JJJp22 JJJp33 JJJp23 JJJp13 JJJp12

]T

∈ R6,

UUU4 =
[
L(R1) L(R2) L(R3)

]
∈ R3×18,

Rk =colk(RRRpb
tb ) ∈ R3, k = 1, 2, 3,

UUU5 =




φ · · · O1×18

...
. . .

...

O1×18 · · · φ


 ∈ R18×324,

φ=
[

φT
1 φT

2 φT
3 φT

4 φT
5 φT

6

]
∈ R1×18,

φj =colj
(
SSS(ωtb

i,tb)L(ωtb
i,tb)

)
∈ R3, j = 1, 2, · · · , 6

transforms the nonlinear term nnn into

nnn = nnn0 + NNNθ (19)

where

nnn0 =

[
nnnt(rt, rp)

SSS(RRRpb
tb ωtb

i,tb)JJJpRRR
pb
tb ωtb

i,tb

]
, NNN =

[
000

UUU

]
.

Besides, for the bounded disturbance WWW , including gravi-
tational variations, atmospheric drag, solar radiation, and
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third-body effects[21,25], satisfying

||WWW || 6 dw (20)

where the bound dw is a known constant.
Since we aim to make the pursuer have no relative motion

with respect to the target, the desired relative position and
attitude quaternion should be, respectively,

pppc = 000, qqqc =
[

1 0 0 0
]T

.

Then, the relative position error and attitude error can be
respectively obtained as

eeep = ppp− pppc = ppp, q̃qq = qqq−1
c ◦ qqq = qqq.

It is worth mentioning that, the relative attitude error

q̃qqT = qqqT =
[

q0 qqqT
v

]
has two equilibrium points, i.e.,

[
±1 0 0 0

]T

, representing the same physical orien-

tation. To facilitate the following controller design, the
equilibrium point of q̃qq should be determined first. Accord-
ing to [13], to minimize the path length, the selection of
equilibrium point can be determined by the given initial

condition. Specifically, choose
[

1 0 0 0
]T

as equi-

librium point when q0(0) > 0, while
[
−1 0 0 0

]T

is

chosen for q0(0) < 0; meanwhile, it is further assumed that
the scalar part q0 does not change sign, i.e.,

sgn(q0(0)) = sgn(q0(t)), ∀t > 0 (21)

which leads to that

1− q0 6 1− q2
0 = qqqT

v qqqv. (22)

Without loss of generality, this paper only considers the

case q0(0) > 0, equivalently,
[

1 0 0 0
]T

is chosen as

the equilibrium of q̃qq and q0(t) > 0.
Let

x̃xx1 =

[
eeep

eeeq

]
∈ R7, eeeq =

[
q0 − 1

qqqv

]
. (23)

Meanwhile, define

xxx1 =
[

pppT qqqT
v

]T

∈ R6 (24)

and according to (22), one has

x̃xxT
1 x̃xx1 6 xxxT

1 Γ−1xxx1 (25)

and another useful property

ΛTxxx1 = Γxxx1 (26)

where Γ =diag{ III3×3
1
2
III3×3 }. Then, combining (16),

(23) and (24), the coupled dynamics (15) can be rewritten
as

{
˙̃xxx1 = Λxxx2

MMMpẋxx2 = AAAfff + WWW −CCCxxx2 −DDDxxx1 −nnn0 −NNNθ.
(27)

Recalling that we aim to make the pursuer approach the
target with simultaneous attitude maneuvering, the prob-
lem can be formulated as follows.

Problem 1. For the coupled relative translation and at-
titude error dynamics (27), design a control law fff such that
the states x̃xx1,xxx2 converge to zero as closely as possible in
spite of the bounded disturbance WWW and the unknown term
θ in (18).

Remark 1. In view of the thruster configuration, it
should be pointed out that the configuration shown in Fig. 2
is not unique. However, any thruster layout should ensure
AAAlayout is invertible. To this end, for the 6-DOF dynamics
in (15), it is necessary to assemble at least six thrusters. If
possible, more thrusters may be expected; as a result, the
column of AAAlayout may be larger than 6, yet it is noticeable
that the following rank condition should be satisfied

rank(AAAlayout) > 6. (28)

Thus the inverse of AAAlayout can be obtained using pseudoin-
verse AAA+

layout:

AAA+
layout = (AAAT

layoutAAAlayout)
−1AAAT

layout. (29)

3 Controller design

To deal with Problem 1, in this section, motivated by
singular perturbation theory, an adaptive backstepping con-
troller with a command filter is proposed; meanwhile, the
ultimate boundedness of relative position and attitude sig-
nals is guaranteed by Lyapunov theorem.

In view of the error kinematics in (27), i.e., ˙̃xxx1 = Λxxx2,
using the standard backstepping method[23], the desired vir-
tual control can be easily obtained as

xxx0
2c = −KKK1Λ

Tx̃xx1 (30)

where KKK1 is a positive definite matrix to be designed; then,
it can be easily derived that, the first order derivative of
desired virtual control ẋxx0

2c will be contained in the final
control fff , which is not anticipated. In order to eliminate
this “explosion of terms” and make the controller simple,
the following second order filter, namely command filter[20],

{
żzz1 = ωnzzz2

żzz2 = −2ζωnzzz2 + ωn(xxx0
2c − xxx2c)

(31)

is used to estimate terms xxx0
2c, ẋxx

0
2c by using xxx2c, ẋxx2c given by

{
xxx2c = zzz1

ẋxx2c = ωnzzz2
(32)

where ζ, ωn ∈ R are filter parameters. Meanwhile, define

x̃xx2 = xxx2 − xxx2c. (33)

Next, let ε = 1/ωn, then the command filter (31) can be
rewritten as

{
εżzz1 = zzz2

εżzz2 = −2ζzzz2 + (xxx0
2c − zzz1).

(34)

According to singular perturbation theory[23], at ε = 0, the
unique roots of equations (34) can be obtained as

zzz1|ε=0 = xxx0
2c, zzz2|ε=0 = 0. (35)



346 International Journal of Automation and Computing 9(4), August 2012

Moreover, the following change of variables is used to make
the equilibrium point of the filter (34) as zero. Let

yyy =

[
yyy1

yyy2

]
=

[
zzz1 − xxx0

2c

zzz2

]
(36)

so (34) is equivalent to

{
εẏyy1 = yyy2 − εẋxx0

2c

εẏyy2 = −2ζyyy2 − yyy1.
(37)

In order to simplify (37), noticing that

xxx2 = x̃xx2 + zzz1 = x̃xx2 + yyy1 + xxx0
2c (38)

and utilizing the property (26), one can thus obtain

ẋxx0
2c =−KKK1Γẋxx1 =

−KKK1ΓΛ0xxx2 =

KKK1ΓΛ0KKK1Λ
Tx̃xx1 −KKK1ΓΛ0x̃xx2 −KKK1ΓΛ0yyy1 (39)

where

Λ0 =

[
III 0

0
1

2

(
q0III + SSS(qqqv)

)
]

6
[

III 0

0
1

2
III

]
. (40)

Then the command filter (37) can be simplified as

εẏyy = AAA0yyy − εhhh (41)

where

AAA0 =

[
0 III

−III −2ζIII

]
,

hhh=

[
KKK1ΓΛ0KKK1Λ

Tx̃xx1 −KKK1ΓΛ0x̃xx2 −KKK1ΓΛ0yyy1

000

]
.

Therefore, (27) and (41) constitute a full singularly per-
turbed system. To control this system, an integrated con-
trol strategy is put forward in the following theorem.

Theorem 1. For the system (27) in conjunction with
the command filter (31), given scalars k, kq, kh, kθ, α, β,
ζ, ωn > 0, and matrices

KKK1 =

[
kIII 0

0 8kIII

]
, KKK2 =

(
k +

1

2

)
III6×6 (42)

PPP 0 =

[
(ζ + 1

2ζ
)III 0

1
2
III 0

]
(43)

GGG=
[

(ζ + 1
2ζ

)III 1
2
III

]
(44)

if

ωnβkq − 2kkqβ||PPP 0|| − 1

αk

(α

2
+

√
1 + k2kkqβ ‖GGG‖

)2

> 0

(45)
then, the following adaptive control law

fff =AAA−1(CCCxxx2c + DDDxxx1 + nnn0 + NNNθ̂ + MMMpẋxx2c −
ΛTx̃xx1 −KKK2x̃xx2) (46)

˙̂
θ =−αkhNNNTx̃xx2 − kθ θ̂ (47)

ensures that the system signals x̃xx1,xxx2 are ultimately
bounded; moreover, the corresponding bounds can be made
arbitrarily small by adjusting parameters appropriately.

Proof. In view of the filter (41), substituting the control
law into the system (27) obtains the closed-loop system





˙̃xxx1 = −ΛKKK1Λ
Tx̃xx1 + Λx̃xx2 + Λyyy1

MMMp
˙̃xxx2 = −ΛTx̃xx1 −KKK2x̃xx2 + WWW − Cx̃xx2 + NNNθ̃

εẏyy = AAA0yyy − εhhh
˙̂
θ = −αkhNNNTx̃xx2 − kθ θ̂.

(48)

Then, by defining the estimate error as θ̃ = θ̂ − θ and letting

ξ =
[

x̃xxT
1 x̃xxT

2 yyyT θ̃T
]T

∈ R343 (49)

a composite Lyapunov function V is constructed as

V (ξ) =
α

2
x̃xxT

1 x̃xx1 +
α

2
x̃xxT

2 MMMpx̃xx2 + βyyyTPPPyyy +
1

2kh
θ̃Tθ̃ (50)

where the matrix PPP > 0 is selected to satisfy the following
Lyapunov equation

AAAT
0 PPP + PPPAAA0 = −QQQ (51)

in which QQQ ∈ R6×6 is a positive definite matrix chosen
as QQQ = kqIII. Moreover, let the solution matrix PPP to the
Lyapunov equation (51) be

PPP =
[

PPP 1 PPP 2

]
=

[
PPP 11 PPP 12

PPP 12 PPP 22

]
(52)

which results in

PPP 11 = (kqζ +
kq

2ζ
)III, PPP 12 =

kq

2
III, PPP 22 =

kq

2ζ
III. (53)

Taking the derivative of V with respect to time gives

V̇ =αx̃xxT
1

˙̃xxx1 + αx̃xxT
2 MMMp

˙̃xxx2 + βẏyyTPPPyyy + βyyyTPPPẏyy +
1

kh
θ̃T ˙̂

θ =

αxxxT
1 (−ΛKKK1Λ

Tx̃xx1 + Λx̃xx2 + Λyyy1)− αx̃xxT
2 CCCx̃xx2 +

αx̃xxT
2 (−ΛTx̃xx1 −KKK2x̃xx2 + WWW + NNNθ̃) +

β

ε
yyyT(AAAT

0 PPP + PPPAAA0)yyy−2βyyyTPPPhhh +
1

kh
θ̃T ˙̂

θ 6

−αx̃xxT
1 ΛKKK1Λ

Tx̃xx1 − αx̃xxT
2 KKK2x̃xx2 + αx̃xxT

2 WWW + (54)

αx̃xxT
1 Λyyy1 −

β

ε
yyyTQQQyyy − 2βyyyTPPPhhh +

1

kh
θ̃T(

˙̂
θ+αkhNNNTx̃xx2).

By using (52) and (53), one has

PPPhhh = PPP 1(KKK1ΓΛ0KKK1Λ
Tx̃xx1 −KKK1ΓΛ0x̃xx2 −KKK1ΓΛ0yyy1) (55)

and thus

V̇ 6−αxxxT
1 ΓTKKK1Γxxx1 − αx̃xxT

2 KKK2x̃xx2 − β

ε
yyyTQQQyyy − kθ

kh
θ̃Tθ̃ +

αx̃xxT
1 Λyyy1 −

kθ

kh
θ̃Tθ + αx̃xxT

2 WWW −

2βyyyTPPP 1KKK1(ΓΛ0KKK1Λ
Tx̃xx1 − ΓΛ0x̃xx2 − ΓΛ0yyy1). (56)

Noting that

θ̃Tθ 6 1

2
θ̃Tθ̃ +

1

2
θTθ, x̃xxT

2 WWW 61

2
x̃xxT

2 x̃xx2 +
1

2
d2

w (57)

and utilizing (25) and (44), transform (56) into
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V̇ 6




x̃xx1

x̃xx2

yyy

θ̃




T

[
SSS O

O − kθ
2kh

]



x̃xx1

x̃xx2

yyy

θ̃


 +

kθ

2kh
θTθ +

α

2
d2

w 6

ξTHHHξ + η 6 κV + η (58)

where

κ=
λmax(HHH)

ς2
,

ς2 =max

{
α

2
,

α

2
λmax(MMMp), βλmax(PPP ),

1

2kh

}
,

SSS =

[
SSS11 SSS12

SSST
12 SSS22

]
, η =

kθ

2kh
max{θTθ}+α

2
d2

w,

SSS11 =



−αkIII 0

0 −α

(
KKK2 − 1

2
III

)

 ,

SSS12 =

[ α

2

[
Λ 0

]
− βΛKKK1Λ

T
0 ΓKKK1PPP

T
1

βΛT
0 ΓKKK1PPP

T
1

]
,

SSS22 =−β

ε
QQQ + 2β

[
PPP 1KKK1ΓΛ0 0

]
.

Then, with the gain matrices KKK1 and KKK2 in (44), one has

SSS11 = −αkIII,

SSS22−SSS12SSS
−1
11 SSST

12 =−β

ε
QQQ+2β

[
PPP 1KKK1ΓΛ0 0

]
+

1

αk
SSS12SSS

T
12

and

SSS12 =
α

2

[
Λ 0

0 0

]
− β

[
ΛKKK1

III

]
ΛT

0 ΓKKK1PPP
T
1 =

α

2

[
Λ 0

0 0

]
− β

[
ΛKKK1

III

]
ΛT

0 ΓKKK1

[
(kqζ +

kq

2ζ
)III

kq

2
III

]
=

α

2

[
Λ 0

0 0

]
− kkqβ

[
ΛKKK1

III

]
ΛT

0 GGG.

According to Shur complement lemma, SSS < 0 is equiva-
lent to

SSS11 < 0 (59)

SSS22 −SSS12SSS
−1
11 SSST

12 < 0. (60)

Hence, noticing that

‖[ PPP 1KKK1ΓΛ0 0 ]‖ < k||[ PPP 1 0 ]|| = kkq||PPP 0||
and

‖SSS12‖ 6 α

2
+

√
1 + k2kkqβ‖GGG‖

if condition (45) holds, then SSS < 0. Furthermore, by the
comparison principle[23], it is easy to derive from (58) that

V (t) 6 V (0)eκt − η

κ

(
1− eκt) . (61)

Therefore, x̃xx1, x̃xx2, yyy, θ̃ are ultimately bounded and so is
the state xxx2 due to (38). In addition, the bound −η/κ

can be made arbitrarily small by choosing appropriate κ,
which concludes that the ultimate bound of the states
x̃xx1, x̃xx2,xxx2, yyy, θ̃ can be made arbitrarily small. ¤

Remark 2. Compared with the standard backstepping,
the designed control law (46) no longer requires the ana-
lytic computation of virtual controls. Meanwhile, it should
be noted that, even if the exact analytical expression of the
virtual control can be derived, it is lacking of robustness
since the designed model is essentially an approximation of
the real plant[20]. Instead, the linear command filter (31) is
not only easy to realize, but also capable of overcoming the
above defect.

Remark 3. It can be seen from (61) that the ultimate
boundedness of the system states is achieved by the pro-
posed controller, which also can be considered as practical
stability[26]. Moreover, although the ultimate boundedness
of system states is given, yet the exact bound is hard to be
computed out owing to the existence of the unknown term
max(θTθ) in η. Hence, if the bound of unknown parameter
vector θ can be estimated in advance, then the bound of x̃xx1

can be exactly computed out from (61), i.e.,

‖x̃xx1‖ 6
√

V

ς1
6

√
− η

κς1
(62)

where ς1 = min
{

α
2
, α

2
λmin(MMMp), βλmin(PPP ), 1

2kh

}
; further-

more, the bound of the state xxx2 can be obtained by using
(38) and (50)

‖xxx2‖ 6
∥∥∥x̃xx2 + yyy1 −KKK1Λ

Tx̃xx1

∥∥∥ 6 4k ‖ξξξ‖ 6 4k

√
− η

κς1
. (63)

4 Numerical simulation

In this section, a simulation scenario is considered to
demonstrate the effect of the proposed control strategy. The
scenario aims to make a pursuer approach an in-orbit space-
craft in need of repair or refueling, and meanwhile makes
the attitude of the pursuer perform nearly stationary rela-
tive to the earth. This proximity rendezvous and docking
operation is extensively reflected in most of space missions,
such as refueling a nadir-pointing communication satellite
on a geosynchronous orbit (GEO), capturing a spatial de-
bris or constructing the international space station. Fig. 3
gives the whole structure of the closed loop system. Assume
that the target space objective is flying in a low round orbit
with the altitude 250 km. Orbit inclination is considered to
be 30◦, while the argument of perigee and right ascension
of ascending node is 0◦. Then, the orbit angular velocity
of the target is obtained as ωt =

√
µ/r3

t . Suppose that the
target is nadir-pointing, so the transformation matrix RRRt

tb

from the target body frame Ftb to the LVLH frame Ft poses
a constant matrix. Without loss of generality, consider that
RRRt

tb = III.
Suppose the size of the pursuer spacecraft is L1 = L2 =

L3 = 2m; the mass is set mp = 10 kg; the initial inertia ma-
trix is Jp =diag{10, 10, 10} kg·m2. To show the effectiveness
of the proposed adaptive control, the mass and inertia ma-
trix of the target are respectively assumed to be mt = 10 kg,
and
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Fig. 3 Structure of the closed-loop system

Jt =




10 2.5 3.5

2.5 10 4.5

3.5 4.5 10


 kg·m2.

For relative information between the pursuer spacecraft
and target, the initial relative position, velocity, attitude,
and angular velocity are respectively set as

ppp(0)=
[

10 −10 10
]T

m

vvv(0)=
[

5 −4 4
]T

m/s

qqq(0)=
[

0.3772 −0.4329 0.6645 0.4783
]T

ω(0)=
[

0 0 0
]T

rad/s.

According to [27], the disturbance forces FFF d and torques
τd in (15) can be lumped as

FFF d = FFF d0 + FFF ds sin(ωtt) + FFF dc cos(ωtt) N

τd = τd0 + τds sin(ωtt) + τdc cos(ωtt) N·m.

Suppose that

FFF d0 =
[

0.05 0.01 0.04
]T

, FFF ds =
[

0.1 0.2 0.03
]T

,

FFF dc =
[

0.02 0.08 0.04
]T

, τd0 =
[

2 1 3
]T

×10−3,

τds =
[

1 2 3
]T

× 10−3, τdc =
[

2 3 1
]T

× 10−3.

Taking the integrated control law into account, we choose
k = 0.15, kq = kθ = 1, kh = 1 × 106; then, to ensure the
condition (45) holds, set α = 0.5, β = 1. Consequently, for
any ωn > 4, the condition (45) will be satisfied. As for the
command filter (31), let ζ = 1/

√
2 and respectively select

ωn = 4, 10, 50 to observe the influence of the command filter
parameter ωn on the system response.

Figs. 4–7 show the relative position and attitude maneu-
vers with the command filter parameter ωn = 4, 10, 50,
respectively. Figs. 8 and 9 illustrate the thrust histories
with the corresponding ωn. From the simulation results,
it can be seen that fast and precise relative position and

attitude control is achieved for the current system, in spite
of external disturbances and unknown system parameters.
These figures also show that the variations of the system
states perform similar with different ωn except for first sev-
eral seconds, which reflects that the tracking ability of the
command filter is nearly the same fast when ωn > 4. In
other words, the parameter ωn > 4 is able to guarantee the
high bandwidth of the command filter such that the output
of the filter can fast track the states xxx0

2c and ẋxx0
2c, as the

tracking error curves show in Fig. 10. However, Figs. 8–9
state that the control input varies greatly when ωn changes.
Larger value of the parameter ωn requires more control
power, which would need higher requirement for the propul-
sion system, especially the maximum thrust. Specifically,
as can be seen from Figs. 8 and 9, when ωn = 4, thrusters
with the maximum force 30N may be satisfying; while for
ωn = 50, thrusters should afford maximum power nearly
360 N, which will result in higher payloads and other diffi-
culties. Hence, based on the considerations of both control
input and system performances, a small value of ωn satis-
fying the condition (45) may be preferable in practice.

Figs. 11 and 12 illustrate the variations of estimate
vector θ̂ and estimate error θ̃ for the case ωn = 4. As

Fig. 4 Relative position



F. Zhang and G. R. Duan / Integrated Relative Position and Attitude Control of · · · 349

Fig. 5 Relative velocity

Fig. 6 Relative attitude quaternion

Fig. 7 Relative angular velocity

Fig. 8 Control thrusts 1−3

Fig. 9 Control thrusts 4−6

Fig. 10 Command tracking error xxx0
2c − xxx2c

figures depict, with the effect of the adaption law (47), the
components of the estimate θ̂ converge to a neighborhood of
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zero, and meanwhile the components of the estimate error
θ̃ are bounded. Nevertheless, the estimated parameters do
not converge to their true value, which is mainly due to suf-
ficient frequency components in the tracked states are not
guaranteed, i.e., the persistent excitation (PE) condition is
not satisfied[28].

Another important thing should be noted is the selection
of design parameters. According to Theorem 1, the param-
eters kq, α, β, ζ can be first chosen with small values to
make the condition (45) easily satisfied. The selection of
the parameters k and ωn should not only ensure the condi-
tion (45) to hold, but also takes into account that: 1) the
filter parameter ωn could guarantee enough tracking abil-
ity of the command filter; 2) the gain parameter k can be
adjusted to guarantee a higher control accuracy according
to (61). Subsequently, a large value of kh and a proper kθ

can be set to get a small ultimate bound of system states
due to (61) and meanwhile adjust the dynamical response
of the estimate vector θ̂.

Fig. 11 Estimate vector θ̂

Fig. 12 Estimate error θ̃

5 Conclusion

In this study, a command filter-based adaptive backstep-
ping control law is developed to deal with the relative trans-
lation and attitude motion of a spacecraft in space prox-
imity operation missions. Based on the 6-DOF coupled
translational and rotational dynamics of pursuer spacecraft
relative to the target[21], using backstepping-based adap-
tive technology and singular perturbation theory, an inte-
grated position and attitude control strategy is designed,
where a command filter is introduced to overcome the “ex-
plosion of terms”. Within the Lyapunov framework, the
proposed control strategy is proved to guarantee ultimate
boundedness of the relative position and attitude signals, in
spite of bounded disturbances and unknown system param-
eters; moreover, the corresponding bounds can be made ar-
bitrarily small by adjusting parameters appropriately. The
numerical simulation illustrates the effect of the proposed
control law; meanwhile, the influence of the command filter
parameter on the system is discussed in detail as well.
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