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Abstract: Suitable rescue path selection is very important to rescue lives and reduce the loss of disasters, and has been a key issue
in the field of disaster response management. In this paper, we present a path selection algorithm based on Q-learning for disaster
response applications. We assume that a rescue team is an agent, which is operating in a dynamic and dangerous environment and
needs to find a safe and short path in the least time. We first propose a path selection model for disaster response management, and
deduce that path selection based on our model is a Markov decision process. Then, we introduce Q-learning and design strategies
for action selection and to avoid cyclic path. Finally, experimental results show that our algorithm can find a safe and short path in
the dynamic and dangerous environment, which can provide a specific and significant reference for practical management in disaster
response applications.
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1 Introduction

In the light of recent events throughout the world, rang-
ing from natural disasters, such as the Asian Tsunami, hur-
ricane Katrina in New Orleans, the serious floods of Yangtze
River Basin, and the 5/12 large earthquake in Wenchuan
(happened on May 12, 2008), to the man-made disasters
such as the 7/7 terrorist attacks (happened on July 7, 2005)
in London, and 9/11 attacks in New York (happened on
September 11, 2001), the topic of disaster management[1−3],
also known as disaster response, has become a key social and
political concern. For example, in 2003, the Chinese govern-
ment developed emergency management plans for natural
disasters, accidents, public health events, social security,
and so on. In November 1, 2007, the national emergency
response law was effective in China.

However, it can be seen from these and many other sim-
ilar disasters that there is also an overwhelming need of
better information technology to support efficient and ef-
fective decisions for disaster response management.

Generally speaking, most of the researches within this
area mainly focus on the following three aspects.

1) Communications
Efficient communications are crucial for disaster response

management, and many researchers have done much work
on this[4−7]. Tsai et al.[4] presented a building blackbox sys-

Manuscript received September 14, 2009; revised May 20, 2010
This work was supported by National Basic Research Program

of China (973 Program) (No. 2009CB326203), National Natural
Science Foundation of China (No. 61004103), the National Re-
search Foundation for the Doctoral Program of Higher Edu-
cation of China (No. 20100111110005), China Postdoctoral Sci-
ence Foundation (No. 20090460742), National Engineering Re-
search Center of Special Display Technology (No. 2008HGXJ0350),
Natural Science Foundation of Anhui Province (No. 090412058,
No. 070412035), Natural Science Foundation of Anhui Province
of China (No. 11040606Q44, No. 090412058), Specialized Research
Fund for Doctoral Scholars of Hefei University of Technology
(No.GDBJ2009-003, No.GDBJ2009-067)

tem to bridge the gap between the first responders and the
building systems and to provide reliable and accurate build-
ing information over a mobile ad hoc network. Bello et al.[5]

designed ubiquitous mobile infrastructures to match the re-
sponse environment′s communication flows and telecommu-
nications, and produced a ubiquitous mobile communica-
tion system. Yu et al.[6] studied and enhanced the interop-
erability of land mobile radio (LMR) with commercial wire-
less cellular networks, by which a wide variety of benefits
could be offered to disaster responders, including new mul-
timedia services, increased data rates, and low cost devices.
Télécoms Sans Frontières (TSF)[7], a non-government orga-
nization specialized in emergency telecommunications, pro-
vided broadband internet connections, as well as phone and
fax lines and technical assistance to quake effected regions
across India and Pakistan.

2) Decision-making support system
After disasters happen, efficient decision-making support

systems can be used to reduce the time needed to make
crucial decisions regarding task assignment and resource
allocation, and to guide longer term decisions involving re-
source acquisition as well as training and the evaluation
of command and control[8−11]. Thompson et al.[8] ana-
lyzed a number of factors contributing to current lacklus-
tre response efforts, such as the complex, rapidly changing
decision-making environments, the slow, ineffective strate-
gies for gathering, processing, analyzing data, and so on.
Liu et al.[9] employed control system technology to develop
a general framework for the disaster response management
system, which also incorporates an adaptive decision sys-
tem, and presented a model with networked critical infras-
tructure (CI) systems. Hu et al.[10] developed an integra-
tive application platform for flood disaster emergency re-
sponse, fast loss evaluation, and salvation decision-making
support based on existing data, software and methodolo-
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gies such as the object-oriented, reuse, geodatabase, com-
ponent object model, remote sensing (RS), and geographic
information system (GIS) software technologies. Fiedrich
and Burghardt[11] used agent-based simulation systems to
model human and system behaviors during or after disas-
ter events, and proposed a disaster response agent-based
system to envision to support emergency managers by
helping maintain common situational awareness and aid-
ing the planning and coordination of response activities.
Yang et al.[12] explored the design specification of on-site
emergency response information systems for emergency first
responders, and formulated the basic design principles for
on-site dynamic information collection information sharing.
Turoff et al.[13] developed a set of general and supporting
design principles and specifications for a “dynamic emer-
gency response management information system” (DER-
MIS), and presented a framework for the system design
and development that addressed the communication and
information needs of first responders as well as the decision
making needs of command and control personnel.

3) Optimal rescue/evacuation path planning
Selection of suitable rescue/evacuation path is

very important to reduce the loss of disasters[14−17].
Chandio et al.[14] presented a GIS based guiding system for
route decision making to supply the relief work and relief
aid on the affected area. Ozdamar et al.[15] identified a
feasible, acceptable solution to the emergency logistic prob-
lem based on a greedy l-neighborhood search technique,
and developed a simple and fast constructive heuristic
path-builder to construct all vehicle itineraries in parallel
and iterative, and to exploit foreseeable opportunities
within the vehicle′s limited neighborhood. Chiou and
Lai[16] proposed an integrated multi-objective model to
determine the optimal rescue path, which consists of three
sub-models: rescue shortest path model, post-disaster traf-
fic assignment model, and traffic controlled arcs selection
model, and to minimize four objectives: travel time of
rescue path, total detour travel time, number of uncon-
nected trips of non-victims, and number of police officers
required; they used genetic algorithms and K-shortest path
methods to determine optimal rescue path and controlled
arcs, and used fuzzy system reliability theory (weakest
t-norm method) to measure the access reliability of rescue
path. Yuan and Wang[17] presented a single-objective
path selection model to minimize total travel time along a
path and designed a modified Dijkstra algorithm to solve
the model, and further presented a multi-objective path
selection model to minimize the total travel time along
the path and the path complexity, and used ant colony
optimization algorithm to solve the model.

However, the most important activity after a disaster
happens is how to select a path to arrive at the affected
area safely, rapidly know the disaster condition and supply
the relief work and relief aid on the affected area. The prob-
lem is called disaster response path selection (DRPS). Al-
though most researches[14−17] on optimal rescue/evacuation
path planning can solve the problem of DRPS to a certain
extent, there are some shortcomings as follows:

1) Most of the existing researches use a directed graph[18]

G(V, A) to model the disaster environment, assume that
nodes in V and the arcs (vi, vj) ∈ A between nodes vi and

vj are safe, and can be obtained safely. However, after the
disaster happens, the path between nodes vi and vj is not
always safe in nature. Therefore, the proposed model can-
not commendably describe the actual dynamic and complex
environment.

2) In order to solve the model G(V, A), researchers have
set overmany parameters and brought much trouble in ac-
tual applications.

3) The model G(V, A) makes the proposed algorithms
unsuitable for large scale problems, and the complexity will
increase exponentially with the number of nodes in V .

Thus, against this background, this paper is absorbed in
a novel model for DRPS. To achieve the goal, we advance
the state of the art in the following ways:

1) We address the problem of DRPS in a two-dimensional
geographic grids, and assume that a rescue team is an agent.

2) We develop a novel DRPS algorithm based on Q-
learning to search the safest and shortest path, or approxi-
mate one.

The remainder of this paper is organized as follows.
Section 2 gives the model of DRPS and testifies that the
problem of DRPS is a Markov decision process. In Section
3, we show our algorithm based on Q-learning. Section 4
gives experiments to evaluate our algorithm performance.
Finally, Section 5 discusses the conclusions and presents the
future work.

2 Model of DRPS

2.1 Environment

In the immediate aftermath of a disaster, the environ-
ment around the affected location B is usually very com-
plex, and previously safe areas might become dangerous or
unaccessible. Therefore, the dynamic and complex environ-
ment considered in this paper assumes a two-dimensional
geographic grids V : (m + 1) · (n + 1) (See Fig. 1), where we
identify as the following:

1) Safe areas. Any agent can traverse this kind of areas
safely and quickly (white areas in Fig. 1).

2) Danger areas. The agent can traverse this kind of
areas, but may waste more time than in safe areas (slash
areas in Fig. 1).

3) Unaccessible areas. The agent cannot traverse this
kind of areas (gray areas in Fig. 1).

Fig. 1 The model of DRPS

Assume that a rescue team is in location A. The problem
is how the rescue team arrives at B safely and rapidly.

The model can be extended in a straightforward way to
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involve more than three area types which affect the move-
ment of the rescue team in a variety of ways.

2.2 Agent

In this paper, we assume that a rescue team is an agent,
and each agent has a well-defined physical position and
movement capability. In practice, these agents can be teams
of robots, persons, wrecking cars, rescue materials, and so
on. The goal of the agent is to reach the affected location
B from the rescue location A.

Assume that the current position of an agent is (x, y),
and the agent can move up, down, left, and right to its
neighbor areas, and will receive different signals γ according
to the neighbor area types. The agent can arrive at B by
its continuous movement according to a certain strategy
related with the signal γ.

Our objective is to find the strategy, and obtain the safest
and shortest path from the rescue location A to the affected
location B.

In the proposed model, an agent selects a path as short
as possible, and may traverse the danger areas unavoidably.
There are two choices for the agent: first, make a detour,
select more safe areas, and increase the path; second, select
danger areas and consume more time.

Definition 1. When an agent is in a grid (x, y) (see
Fig. 1), we denote its state as s = (x, y).

Definition 2. An agent can move to its any neigh-
bor area by selecting an action from a set Action =
{up, down, left, right}.

The agent can transfer its state from si to si+1 by exe-
cuting an action aj ∈ Action, and the relation between si

and si+1 can be shown as

si = (xi, yi) (1)

si+1 = (xi+1, yi+1) (2)

si+1 =





(xi − 1, yi) , j = up

(xi + 1, yi) , j = down

(xi, yi − 1) , j = left

(xi, yi + 1) , j = right.

(3)

The agent should select an action in every area (x, y),
so the agent disaster response path selection is a sequential
decision making process.

2.3 Markovity of disaster response path
selection

In order to testify the process of path selection, which is
a Markov decision process, we first give the definition.

Definition 3. A Markov decision process (MDP)[19, 20]

model contains: a set of possible states S, a set of possible
actions A, a real valued reward function R : S×A → R, and
a state transition function T : S×A → P (S). Let R(s, a, s′)
denote the immediate reward after transition from state s
to s′ by executing action a, and P (s, a, s′) denote the state
transition probability from state s to s′ by executing action
a.

The essence of MDP is that the effects of an action taken
in a state depend only on that state but not on the prior
history.

Assumption 1. The process of disaster response path
selection is a Markov decision process.

Proof. According to the properties of MDP, here, we
only need to prove that the process constructed by S =
(s1, s2, · · · , si, · · · ) of agent disaster response path selection
is a Markov decision process.

According to Definition 3, we only need to prove that
state si+1 only depends on si. Note that at time i + 1, ac-
cording to (1)–(3), state si+1 only depends on si. Therefore,
this process is a Markov decision process. ¤

3 Our path selection algorithm

3.1 Agent selecting optimal DRPS based
on Q-learning

Q-learning is an effective model-free reinforcement learn-
ing algorithm proposed by Watkins[21−25] in the environ-
ment which supposed to be a discrete state Markov decision
process. In the theory of Q-learning, an agent is provided
the ability to act optimally by evaluating the Q value which
represents the total consequences of a series of actions. In
each step of interaction, the agent receives an immediate
reward for the selected action. Then, the current state and
Q value are updated, the agent continues to select the next
action with a certain strategy. By comparing the effects
of learning, the agent can find out the optimal strategy.
As the process of DRPS is a Markov decision process, the
agent aims at the maximum reward by selecting the optimal
strategy in every discrete state.

In the model in Section 2, the objective is to obtain a
short path and a minimum time, while Q-learning is to
obtain a large reward. To solve the conflict, we define the
signal γ as follows.

Definition 4. There are four different signals according
to area types (See in Fig. 1) and location B:

γ =





γua, if the area type is unaccessible area

γda, if the area type is danger area

γsa, if the area type is safe area

γB , if the area is location B

(4)

and γB À γsa > γda > γua = 0.
Now, we will give the definition of “state value” and “im-

mediate reward” according to the nature of the DRPS prob-
lem.

Definition 5. The immediate reward r of the agent is
defined as the reward obtained after action a ∈ Action is
taken and the agent′s state is driven from s to s′. In the
problem of DRPS, r = γs′ .

Definition 6. The state value ν(s) is defined as the sum
of immediate rewards on the path before the agent reaches
its state s.

Given this, the task of the agent is to select an optimal
behavior strategy to maximize its long-term reward. Con-
sidering a behavior strategy π, the state value s is as follows,
where λ is a discount factor:

υπ(s) = r(π(s)) + λ
∑
s∈S

P (s, a, s′)υπ(s′). (5)

The theory of dynamic programming can guarantee at
least an optimal strategy π∗ for the agent to obtain the
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maximum reward as follows:

υπ∗(s) = max
a
{r + λ

∑

s′∈S

P (s, a, s′)υπ∗(s′)}. (6)

We note that Q-learning is to optimize directly the iter-
ative Q function, but not estimate the environment model.
When an action yields a state transition from si to si+1 and
the learning agent receives immediate reward r, the value
of Q function is updated in the following way, where α is
the learning rate:

Qi+1(s, a) ← (1− α)Qi(s, a)+

α

[
r + λ max

a′∈Action
Qi(s

′, a′)
]

.
(7)

Therefore, the algorithm can obtain an optimal strat-
egy only by optimizing directly the iterative Q function.
Waltkins and Dayan[21] proved that Q-learning can con-
verge to a global optimal behavior strategy through in-
finitely searching the state space by the agent.

The basic learning steps are as follows:
Step 1. Initialization: for each s ∈ S, a ∈ Action, set

Q(s, a) = 0; set the iteration number t = 0.
Step 2. Set the initial state s = A.
Step 3. If s 6= B, select an action a according to a certain

policy (see Section 3.2), and go to Step 4; otherwise, go to
Step 7.

Step 4. Execute a, drive agent to state s′ from state s,
obtain an immediate reward r according to the type of s′,
and update the value of Q function according to (7).

Step 5. If the type of s′ is unaccessible area, go to Step
2.

Step 6. Set s = s′, and go to Step 3.
Step 7. Set t = t + 1.
Step 8. If t = tmax, where tmax is the maximum number

of iterations, end the learning; otherwise, go to Step 2.

3.2 Strategy for action selection

In Q-learning algorithm, selecting actions should follow
a certain strategy. For example, one can select actions
stochastically according to Boltzmann distribution[26] or to
the roulette selection referring to the probabilities of actions
in each state[27].

In this paper, at time t, we select actions according to
the state-action pair value in time t + 1[24], that is,

a = arg max
a′∈Action

Q(s′, a′). (8)

3.3 Strategy for avoiding cyclic path

In practical applications, we find that the action selec-
tion policy in Section 3.2 is easy to drive the agent to drop
into a cyclic path, which decreases the performance of the
algorithm. Therefore, we design a new function check(s, a)
to check whether the agent has dropped into a loop or not.

Assume that s = (x, y) is the current state of the agent,
and L is the set of traversed states. Then, check(s, a) can
be expressed as follows:

Step 1. Select action a according to the proposed policy
in Section 3.2.

Step 2. Execute action a, and drive the agent to state
s′ from s.

Step 3. Obtain anext = arg max
a′∈Action

Q(s′, a′).

Step 4. Execute action anext, and drive the agent to
state s′′ from s′.

Step 5. If s′′ ∈ L, there is a cyclic path. Then, reselect
another different action a stochastically from Action except
the last selected action.

3.4 Strategy for unaccessible areas

The agent enters an unaccessible area through its mov-
ing means that its current path is invalid. If we discard the
invalid solutions and re-start the exploration from A, it will
waste much time and decrease the performance of the algo-
rithm. To tackle this shortcoming, we present a “step back”
strategy to prevent the agent from entering an unaccessible
area.

Definition 7. The “step back” strategy is stated as
follows: when the agent selects an action a in the current
state s, if its next state s′ is an unaccessible area after
executing action a, it will stochastically re-select another
action a′ from Action which may drive it into a safe area
or a danger area.

3.5 Our path selection algorithm

Our path selection algorithm is described as follows:
Step 1. Initialization: for each s ∈ S, a ∈ Action, set

Q(s, a) = 0; set the iteration number t = 0.
Step 2. Set the initial state s = A.
Step 3. If s 6= B, select an action a according to the

policy in Section 4.2, and go to Step 4; otherwise, go to
Step 8.

Step 4. Use function check(s, a) to avoid cyclic path.
Step 5. Execute a, drive the agent to state s′ from state

s, obtain an immediate reward r according to the type of
s′, and update the value of Q function according to (7).

Step 6. If the type of s′ is unaccessible area, the agent
adopts “step back” strategy, and selects another different
action a, go to Step 5.

Step 7. Set s = s′, and go to Step 3.
Step 8. Set t = t + 1.
Step 9. If t = tmax (tmax is the maximum number of

iterations), end the algorithm; otherwise, go to Step 2.

3.6 Computational complexity

If p = |Action| = 4, then the efficiency of our algorithm
can be judged from computations as follows:

1) In Step 1, we need to initialize Q(s, a) for every s ∈ S
and a ∈ Action, while the number of states and actions is
m ·n · p. Therefore, the complexity of Step 1 is O(m ·n · p);

2) The complexity of selecting action is O(p · log2 p), and
the complexity of check(s, a) is O(p · p · log2 p);

3) The complexity of calculating Q value is O(p · log2 p),
and the complexity of “step back” strategy is p.

Therefore, the complexity of our algorithm for disaster
response path selection is O(tmax · (m · n · p + p · log2 p + p ·
p · log2 p + p · log2 p + p)), which is close to O(n4).

4 Experimental results and discussion

In order to evaluate the performance of our algorithm, we
consider the environment shown in Fig. 2, where A and B
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are randomly generated, and the environment is dynamic.
The signals of γ of different types are γsa = 10, γda = 2,
γua = 0, and γB = 100.

Fig. 2 Environment of DRPS

The shortest and safest path is determined purely by op-
timizing the objective shown in (7). It is because the idea of
the proposed algorithm is that if at a given state s an agent
has to choose among different actions, those with a high
value of Q(s, a) (see (8)) are chosen with higher probability,
and the process is thus characterized by a positive feedback
based on reinforcement learning mechanism, which ensures
that an agent may at least find an approximately optimal
solution within a finite number of loops.

We made six different independent experiments based on
different parameters in the environment, and the partial
parameters are shown in Table 1.

Table 1 Parameters of DRPS

Experiment 1 2 3 4 5 6

tmax – – 100 – – –

m – – 15 – – –

n – – 15 – – –

α 0.1 0.1 0.2 0.2 0.3 0.3

λ 0.8 0.9 0.8 0.9 0.8 0.9

Fig. 3 shows the resultant paths which have the same
state value of B. The path (1) of (3, 3) (3, 4) (3, 5) (3, 6)
(3, 7) (3, 8) (3, 9) (3, 10) (3, 11) (3, 12) (4, 12) (5, 12) (6, 12)
(7, 12) (8, 12) (9, 12) (10, 12) (11, 12) (12, 12) was gener-
ated by the parameters α = 0.1, λ = 0.8, and α = 0.3,
λ = 0.8; path (2) of (3, 3) (4, 3) (5, 3) (6, 3) (7, 3) (8, 3)
(9, 3) (9, 2) (10, 2) (11, 2) (12, 2) (12, 3) (12, 4) (12, 5) (12, 6)
(12, 7) (12, 8) (12, 9) (12, 10) (12, 11) (12, 12) was generated
by the parameters α = 0.2 and λ = 0.9.

Fig. 4 shows the iteration curves of steps. We can see
that the number of steps is decreasing through continuous
learning, and the algorithm can find the shortest path in
a limited iteration number. Fig. 5 gives the details of it-
eration curves of steps. When α = 0.3 and λ = 0.8, the
algorithm can converge to an optimal or approximately op-
timal solution. Table 2 lists the partial Q value after 100
iterations when α = 0.3 and λ = 0.8.

Fig. 3 Resultant paths of the proposed algorithm

Fig. 4 The iteration curves of steps

Fig. 5 The details of iteration curves of steps

Table 2 Partial Q value after 100 iterations

Q value (3,3) (3,4) (3,5) (3,6) (3,7) (3,8) (3,9) (3,10) (3,11)

up 0 0 0 10 0 35 50 42 0

down 19 0 13 16 0 27 41 0 46

left 27 17 15 21 26 34 51 52 53

right 51 51 51 52 53 53 54 55 57

Q value (3,12) (4,12) (5,12) (6,12) (7,12) (8,12) (9,12) (10,12) (11,12)

up 55 53 55 59 62 62 70 76 82

down 58 61 63 66 70 76 82 90 100

left 55 48 0 0 0 0 70 68 74

right 55 0 58 60 55 58 70 0 0
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The experiment results show that our algorithm can find
the shortest and safest path in a limited iteration number
without any unaccessible areas and cyclic path.

In general, most of the existing researches use opti-
mization algorithms, such as genetic algorithms[16] and ant
colony optimization algorithm[17], to solve the path se-
lection problem. However, under the model proposed in
Section 2, it is unsuitable to solve our model in Section 2
because of the following reasons:

1) Optimization algorithms do not identify any environ-
mental information to search a solution. But in the DRPS
problem, environment is an important factor, because it is
dynamic and complex. Q-learning can obtain an optimal
solution through constant trial and error interactions with
the environment.

2) Because of the complexity of the environment, op-
timization algorithms may be unable to identify different
types of grids, and easily run into an unfeasible solution,
which contains some unaccessible areas. Q-learning can
avoid the problem by setting a different signal γ accord-
ing to area types.

3) The environment of DRPS cannot be easily predicted,
that is, there may be no any priori knowledge. In this case,
optimization algorithm cannot be used, while Q-learning
can work without a priori knowledge due to its interaction
with the environment.

Therefore, in this paper, we used Q-learning to solve the
DRPS problem, rather than any optimization algorithm.

5 Conclusions and future work

In this paper, we developed a novel path selection algo-
rithm based on Q-learning for disaster response manage-
ment, and evaluated the performance of our algorithm by
experiments. This algorithm can find a safer and shorter
path in dynamic and dangerous environment, and avoid
cyclic path dropping into unaccessible areas, thus provid-
ing a specific and significant reference for practical manage-
ment tasks in disaster response applications. Therefore, our
algorithm can be seen to represent a significant advance in
the state of the art.

For future work, we will concentrate on solving path se-
lection in large scale areas with a mass of agents.
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