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Abstract: The H∞ filtering problem for continuous-time polytopic uncertain time-delay systems is investigated. Attention is focused
on the design of full-order filters guaranteeing a prescribed H∞ attenuation level for the filtering error system. First, a simple alternative
proof is given for an improved linear matrix inequality (LMI) representation of H∞ performance. Then, based on the performance
criterion which keeps Lyapunov matrices out of the product of system dynamic matrices, a sufficient condition for the existence of
robust estimators is formulated in terms of LMIs, and the corresponding filter design is cast into a convex optimization problem which
can be efficiently handled by using standard numerical algorithms. It is shown that the proposed design strategy allows the use of
parameter-dependent Lyapunov functions and hence it is less conservative than some earlier results. A numerical example is employed
to demonstrate the feasibility and advantage of the proposed design.
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1 Introduction

Over the past decades, considerable attention has been
devoted to the H∞ filtering problem, and many significant
results have been reported in the literature[1−4] and the ref-
erences therein. Compared with the conventional Kalman
filtering, the H∞ filtering has several advantages. First, the
noise sources in the H∞ filtering setting can be arbitrary
signals with bounded energy, and no exact statistics are re-
quired to be known. Second, the filter has been shown to
be much more robust to parameter uncertainties. On the
other hand, time-delays are often encountered in various en-
gineering systems such as long transmission line, chemical
processes, nuclear reactors, and so on. The characteris-
tics of dynamic systems can be significantly affected by the
presence of uncertainties and time delays, even to the ex-
tent of instability or poor performance[5−7]. Many results
on the H∞ filtering for time-delay systems have been re-
ported, for example [8–11]. Most of the reported results
are based on quadratic Lyapunov functions[12], which have
been largely used for robust analysis and synthesis in the
past decades. However, this method can produce conser-
vative results since the same parameter independent Lya-
punov function must be used for the entire uncertain do-
main. One possible way to overcome this conservatism was
recognized in considering a parameter-dependent Lyapunov
function proposed in [13]. This new condition keeps Lya-
punov matrices out of any product with system matrices by
introducing an additional matrix variable and hence allows
the Lyapunov function to be vertex-dependent. Based on
this idea, some other H∞ analysis conditions with the sep-
aration property between Lyapunov matrices and system
matrices were presented in [14, 15].
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The paper is organized as follows. Section 2 states the
class of delay systems for which filters will be designed. Sec-
tion 3 gives a new H∞ performance criterion, which exhibits
a kind of decoupling between Lyapunov matrices and sys-
tem dynamic matrices by introducing two slack matrices.
Section 4 presents a sufficient condition for the existence of
robust H∞ estimators in terms of linear matrix inequalities
(LMIs) based on the preliminary formulation of Section 3.
It is shown that the proposed design strategy allows the use
of vertex-dependent Lyapunov functions and hence it is less
conservative than some earlier results. A simulation exam-
ple is used to illustrate the procedure and performance of
the proposed approaches in Section 5, which is followed by
conclusions in Section 6.

The notation used throughout the paper is fairly stan-
dard. Rn denotes the n-dimensional Euclidean space,
Rm×n is the set of all m×n real matrices, and the notation
P > 0 means that P is symmetric and positive definite. In
addition, in symmetric block matrices or long matrix ex-
pressions, we use “*” as an ellipsis for the terms that are
introduced by symmetry, and diag(·) stands for a block-
diagonal matrix.

2 Problem description

Consider the following nominal linear system with time-
delay:





ẋ(t) = Ax(t) + Adx(t− d(t)) + Bw(t)

y(t) = Cx(t) + Cdx(t− d(t)) + Dw(t)

z(t) = Lx(t) + Ldx(t− d(t)) + Hw(t)

x(t) = φ(t), t ∈ [−d, 0]

(1)

where x(t) ∈ Rn is the state vector, w(t) ∈ Rp is the
disturbance input, y(t) ∈ Rm is the measurement output,
and z(t) ∈ Rq is the signal to be estimated. d(t) is a time-
varying delay satisfying 0 < d(t) 6 d < ∞ and ḋ(t) 6 τ < 1,
where d and τ are real constant scalars, φ(t) is a real-valued



160 International Journal of Automation and Computing 6(2), May 2009

initial vector function that is continuous on the interval
[−d, 0]. The state-space data are assumed to be subject to
uncertainties in the form of a polytopic model




A C L

Ad Cd Ld

B D H


 ∈








A(α) C(α) L(α)

Ad(α) Cd(α) Ld(α)

B(α) D(α) H(α)


 =

r∑
i=1

αi




Ai Ci Li

Adi Cdi Ldi

Bi Di Hi


 , α ∈ Γ



 (2)

where Γ is the unit simplex

Γ =

{
(α1, α2, · · · , αr) :

r∑
i=1

αi = 1, αi > 0

}
.

Consider an estimator or filter described by

{
xF (t) = AF xF (t) + BF y(t)

zF (t) = CF xF (t) + DF y(t).
(3)

Augmenting model (1) to include the states of the filter, we
obtain the following system (called filtering error system):





ξ̇(t) = Aξ(t) + Adξ(t− d(t)) + Bw(t)

e(t) = Cξ(t) + Cdξ(t− d(t)) + Dw(t)

ξ(t) =
[

φT(t) 0
]T

, t ∈ [−d, 0]

(4)

where

ξ(t) =
[

xT(t) xT
F (t)

]T
, e(t) = z(t)− zF (t),

A =

[
A 0

BF C AF

]
, Ad =

[
Ad 0

BF Cd 0

]
, B =

[
B

BF D

]
,

C =
[

L−DF C −CF

]
, Cd =

[
Ld −DF Cd 0

]
,

D = H −DF D.

Our objective is to develop a robust H∞ filter of form (3)
such that for all admissible uncertainties:

1) the filtering error system (4) is asymptotically stable;
2) the filtering error system (4) guarantees, under zero-

initial condition, ‖e(t)‖2 6 γ ‖w(t)‖2 for all nonzero w(t) ∈
L2[0, +∞) and a given positive scalar γ.

3 HHH∞ performance analysis

In this section, an improved LMI representation for H∞
performance analysis is presented. As a preliminary, we first
introduce the following lemma that will play an important
role in our derivation.

Lemma 1. Given a scalar γ > 0, the error system (4)
is asymptotically stable with ‖e‖2 6 γ ‖w‖2 if there exist
positive definite matrices P and Q satisfying




A
T
P + PA + Q PAd PB C

T

A
T
d P −(1− τ)Q 0 C

T
d

B
T
P 0 −γI D

T

C Cd D −γI


 < 0. (5)

Theorem 1. System (4) is asymptotically stable with
‖e‖2 6 γ ‖w‖2 if there exist positive definite matrices P and
Q and matrices F and G satisfying




Φ1 Φ2 FTAd FTB C
T

ΦT
2 −G−GT GTAd GTB 0

A
T
d F A

T
d G −(1− τ)Q 0 C

T
d

B
T
F B

T
G 0 −γI D

T

C 0 Cd D −γI




< 0

(6)
where

Φ1 = A
T
F + FTA + Q, Φ2 = P − FT + A

T
G.

Proof. Based on Lemma 1, we need only prove the
equivalence between (6) and (5). Due to the strictness of
inequality (5), there must exist a sufficiently small positive
scalar α satisfying




A
T
P + PA + Q PAd PB C

T

A
T
d P −(1− τ)Q 0 C

T
d

B
T
P 0 −γI D

T

C Cd D −γI


 +

α

2




A
T

A
T
d

B
T

0




[
A Ad B 0

]
< 0. (7)

By the Schur complement lemma and congruent transfor-
mation, the above condition is equivalent to




A
T
P + PA + Q αA

T
PAd PB C

T

αA −2αI αAd αB 0

A
T
d P αA

T
d −(1− τ)Q 0 C

T
d

B
T
P αB

T
0 −γI D

T

C 0 Cd D −γI




< 0.

By selecting F = FT = P and G = GT = αP , we can
obtain (6).

In addition, since

T =




I A
T

0 0 0

0 A
T
d I 0 0

0 B
T

0 I 0

0 0 0 0 I




has full row rank, pre- and post-multiplying both sides of
(6) by T and its transpose, respectively, gives (5). ¤

Remark 1. Theorem 1 gives an enhanced LMI rep-
resentation of H∞ performance criterion. It is proven to
be equivalent to Lemma 1. Moreover, LMI (6) realizes
the elimination of the products coupling Lyapunov matrices
and system dynamic matrices by introducing two slack ma-
trices. Hence, this new criterion allows Lyapunov functions
to be vertex-dependent for polytopic uncertain systems.

Remark 2. To obtain the H∞ performance criterion in
the above theorem, we introduce a small scalar α. For con-
venience, we call such an approach “small scalar method”.
This method was used in [9] to give an alternative proof of
the equivalence between two LMI representations for H∞
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performance of linear continuous-time systems. The so-
called “small scalar method” can also be extended to obtain
improved LMI performance criteria, such as H2, dissipation,
etc., for hybrid systems, stochastic systems, and so on.

4 Robust HHH∞ filtering

By virtue of the property of polytopic uncertainties, the
following conclusion is readily obtained from Theorem 1.

Theorem 2. The error system (4) is asymptotically sta-
ble with ‖e‖2 6 γ ‖w‖2 if there exist positive definite matri-
ces Pi and Qi, i = 1, 2, · · · , r, and matrices F and G such
that for i = 1, 2, · · · , r,




Φ1i Φ2i FTAdi FTBi C
T
i

ΦT
2i −G−GT GTAdi GTBi 0

A
T
diF A

T
diG −(1− τ)Qi 0 C

T
di

B
T
i F B

T
i G 0 −γI D

T
i

Ci 0 Cdi Di −γI




< 0

(8)
where

Φ1i = A
T
i F + FTAi + Qi, Φ2i = Pi − FT + A

T
i G,

Ai =

[
Ai 0

BF Ci AF

]
, Adi =

[
Adi 0

BF Cdi 0

]
, Bi =

[
Bi

BF Di

]
,

Ci =
[

Li −DF Ci −CF

]
, Cdi =

[
Ldi −DF Cdi 0

]
,

Di = Hi −DF Di.

While the above is useful for evaluating the H∞ norm
bound for the error system (4) when an estimator (3) is
given, it may not be directly applicable to the robust H∞
filtering design problem due to the presence of the products
of F with Ai and Adi, G with Ai and Adi. To enable the
sub-optimal H∞ filtering design, the matrix is specialized
as

F = ΛG (9)

where Λ = diag(λ1In, λ2In) with λ1 and λ2 being real
scalars. Using the above F , (8) can be rewritten as




Ψ1i Ψ2i GTΛAdi GTΛBi C
T
i

ΨT
2i −G−GT GTAdi GTBi 0

A
T
diΛG A

T
diG −(1− τ)Qi 0 C

T
di

B
T
i ΛG B

T
i G 0 −γI D

T
i

Ci 0 Cdi Di −γI




< 0

(10)

where

Ψ1i = A
T
i ΛG + GTΛAi + Qi, Ψ2i = Pi −GTΛ + A

T
i G.

The following result gives a solution to the robust H∞
filtering problem.

Theorem 3. Consider system (1) subject to poly-
topic uncertainties (2) and let γ > 0 be a given constant.
Then, for all admissible uncertainties, a robust H∞ filter of
the form (3) exists if there exist positive definite matrices
P11i ∈ Rn×n, P22i ∈ Rn×n, Q11i ∈ Rn×n, Q22i ∈ Rn×n

and matrices P12i ∈ Rn×n, Q12i ∈ Rn×n, X ∈ Rn×n,
R ∈ Rn×n, U ∈ Rn×n, AF ∈ Rn×n, BF ∈ Rn×m,
CF ∈ Rm×n, DF ∈ Rm×p, and scalars λ1 and λ2 such
that for i = 1, 2, · · · , r, matrix inequalities (11), (12), and
(13) hold.

[
P11i P12i

PT
12i P22i

]
> 0 (11)

[
Q11i Q12i

QT
12i Q22i

]
> 0 (12)

where

Ω11i = λ1(X
TAi + AT

i X) + λ2(BF Ci + CT
i B

T
F ) + Q11i

Ω21i = λ1(R
TAi + AT

i X) + λ2(C
T
i B

T
F + A

T
F ) + QT

12i

Ω31i = P11i − λ1X + XTAi + BF Ci

Ω41i = PT
12i − λ1X − λ2U

T + RTAi

Ω51i = λ1A
T
diX + λ2C

T
diB

T
F

Ω61i = λ1A
T
diX + λ2C

T
diB

T
F

Ω71i = λ1B
T
i X + λ2D

T
i B

T
F

Ω22i = λ1(R
TAi + AT

i R) + Q22i

Ω32i = P12i − λ1R + XTAi + BF Ci + AF

Ω42i = P22i − λ1R + RTAi

Ω82i = Li −DF Ci − CF

Ω85i = Ldi −DF Cdi

Ω86i = Ldi −DF Cdi.

In addition, an admissible estimator with the form of (3)
can be given by

AF = U−1AF , BF = U−1BF , CF = CF , DF = DF . (14)




Ω11i ∗ ∗ ∗ ∗ ∗ ∗ ∗
Ω21i Ω22i ∗ ∗ ∗ ∗ ∗ ∗
Ω31i Ω32i −X −XT ∗ ∗ ∗ ∗ ∗
Ω41i Ω42i −RT −X − UT −R−RT ∗ ∗ ∗ ∗
Ω51i λ1A

T
diR AT

diX + CT
diB

T
F AT

diR −(1− τ)Q11i ∗ ∗ ∗
Ω61i λ1A

T
diR AT

diX + CT
diB

T
F AT

diR −(1− τ)QT
12i −(1− τ)Q22i ∗ ∗

Ω71i λ1B
T
i R BT

i X + DT
i B

T
F BT

i R 0 0 −γI ∗
Li −DF Ci Ω82i 0 0 Ω85i Ω86i Hi −DF Di −γI




< 0. (13)
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Proof. Since (13) implies

[
X + XT ∗

X + UT + RT R + RT

]
> 0

where X and R are also nonsingular, we can construct the
matrices G and G−1 as

G =

[
X X1

X2 X3

]
, G−1 =

[
R−1 Y1

Y2 Y3

]
.

Introduce matrices

Ψ =

[
I 0

0 R

]
, Π1 =

[
I R−1

0 Y2

]
, Π2 =

[
X I

X2 0

]
.

Then, we have GΠ1 = Π2. Without loss of generality, it is
assumed that both Y2 and X2 are nonsingular. Therefore,
Π1Ψ is also nonsingular. Let

J = Π1Ψ =

[
I I

0 Y2R

]
.

By some algebraic operations, we can obtain

JTPiJ =

[
P11i P12i

PT
12i P22i

]
, JTQiJ =

[
Q11i Q12i

QT
12i Q22i

]

JTGJ =

[
X R

X + RTY T
2 X2 R

]

B
T
i GJ =

[
BT

i X + DT
i BT

F X2 BT
i R

]

JTGTAdiJ =

[
XTAdi + XT

2 BF Cdi XTAdi + XT
2 BF Cdi

RTAdi RTAdi

]

JTGTAiJ =

[
XTAi + XT

2 BF Ci ∆i

RTAi RTAi

]

CiJ =
[

Li −DF Ci Li −DF Ci − CF Y2R
]

CdiJ =
[

Ldi −DF Cdi Ldi −DF Cdi

]

where

∆i = XTAi + XT
2 BF Ci + XT

2 AF Y2R.

Based on the above relations, and define

U = XT
2 Y2R, AF = XT

2 AF Y2R,

BF = XT
2 BF , CF = CF Y2R, DF = DF (15)

it can be readily established that (13) reads as (16).
By virtue of the nonsingularity of J , performing congru-

ence transformations on (16) by diag(J−1, J−1, J−1, I, I)
yields (10). In addition, the conditions that Pi and Qi

are positive definite are equivalent to LMIs (11) and (12),

respectively. Therefore, from Theorem 2 and (9), we can
conclude that an estimator can be given from (15). De-
note the filter transfer function from y(t) to zF (t) by
TzF y = CF (sI −AF )−1BF +DF . By substituting the filter
matrices with (15), we have

TzF y = CF R−1Y −1
2 (sI −X−T

2 AF R−1Y −1
2 )−1X−T

2 BF +

DF = CF (sI − U−1AF )−1U−1BF + DF . (17)

Therefore, we can conclude from (17) that the parame-
ters of the filter to be specified in (3) can be constructed by
(14). ¤

The H∞ filtering can be determined by solving a certain
convex optimization problem. This is the following corol-
lary.

Corollary 1. A suboptimal full-order H∞ filter for (1)
can be found by solving the following optimization problem:

min γ subject to (11)–(13), i = 1, 2, · · · , r. (18)

Remark 3. Note that for the given λ1 and λ2, (11)–(13)
are linear with respect to P11i, P22i, Q11i, Q22i, P12i, Q12i,
X, R, U , AF , BF , CF , DF , and hence can be solved by
LMI Toolbox. The problem is then how to find the optimal
values of λ1 and λ2. This can be accomplished by using the
Matlab command Fminsearch.

5 Illustrative example

Consider a continuous-time delay uncertain system, sim-
ilar to [3], with the following parameters:





ẋ(t) =

[
0 3 + ρ

−4 −5

]
x(t) +

[−0.1 0

0.2 −0.2 + σ

]
x(t− τ)+

[ −0.4545

0.9090

]
w(t)

y(t) =[ 0 100 ]x(t) +
[

0 10
]
x(t− τ) + w(t)

z(t) =[ 0 100 ]x(t)

where ρ and σ are uncertain real parameters satisfying

|ρ| 6 0.3, |σ| 6 0.1. (19)

Using the proposed approach in this paper, the scaling
parameters are obtained as (λ1, λ2) = (24.3756, 68.3524),
the minimum noise attenuation level obtained from Theo-
rem 3 is γ∗ = 2.7383. The estimator matrices are given
by

Af =

[
1.1117 23.9669

−6.0736 −42.3858

]
, Bf =

[ −0.2195

0.3939

]
,

Cf =
[

3.2651 31.5084
]
, Df = 0.6708.




JT(A
T
i ΛG + GTΛAi + Qi)J JT(Pi −GTΛ + A

T
i G)J JTGTΛAdiJ JTGTΛBi JTC

T
i

JT(Pi − ΛG + GTAi)J JT(−G−GT)J JTGTAdiJ JTGTBi 0

JTA
T
diΛGJ JTA

T
diGJ −(1− τ)JTQiJ 0 JTC

T
di

B
T
i ΛGJ B

T
i GJ 0 −γI D

T
i

CiJ 0 CdiJ Di −γI




< 0. (16)
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A strictly proper filter is also designed by imposing the
constraint Df = 0 on the conditions of Theorem 3. Con-
sidering the uncertain parameters ρ and σ as in (19), from
Theorem 3, the minimum achievable noise attenuation level
is given by γ∗ = 2.7522, and the corresponding estimator
matrices are given by

Af =

[ −0.2628 53.9540

−2.7490 −113.0849

]
, Bf =

[ −0.5125

1.0854

]
,

Cf =
[ −0.0281 100.0557

]
.

By the approach proposed in [3], the minimum H∞ noise
attenuation level γ∗ = 3.0175.

From the example given above, it can be seen that the
robust H∞ filter design method proposed in this paper pro-
duces a less conservative result.

6 Conclusions

The robust H∞ filtering problem of polytopic uncertain
linear time-delay systems is studied in this paper. A new
H∞ performance criterion is proposed, which exhibits a
kind of decoupling between Lyapunov matrices and sys-
tem dynamic matrices. Based on this, a sufficient condi-
tion for the existence of a robust estimator is provided in
terms of LMIs. It is shown that the proposed method is
less conservative than some existing ones by introducing
some additional matrices. A numerical example is given to
demonstrate the feasibility and advantage of the proposed
criterion.
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