
International Journal of Automation and Computing 04(4), October 2007, 406-412

DOI: 10.1007/s11633-007-0406-8

Fuzzy Logic Based Group Maturity Rating for Software
Performance Prediction

A. K. Verma1 Anil R1,∗ Om Prakash Jain2

1 Indian Institute of Technology Bombay, Powai, Mumbai 400 076, India
2 Larsen & Toubro Infotech Limited, Powai, Mumbai 400 072, India

Abstract: Driven by market requirements, software services organizations have adopted various software engineering process models
(such as capability maturity model (CMM), capability maturity model integration (CMMI), ISO 9001:2000, etc.) and practice of the
project management concepts defined in the project management body of knowledge. While this has definitely helped organizations
to bring some methods into the software development madness, there always exists a demand for comparing various groups within the
organization in terms of the practice of these defined process models. Even though there exist many metrics for comparison, considering
the variety of projects in terms of technology, life cycle, etc., finding a single metric that caters to this is a difficult task. This paper
proposes a model for arriving at a rating on group maturity within the organization. Considering the linguistic or imprecise and
uncertain nature of software measurements, fuzzy logic approach is used for the proposed model. Without the barriers like technology
or life cycle difference, the proposed model helps the organization to compare different groups within it with reasonable precision.
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1 Introduction

Nowadays, most of the systems that we are using contain
a software. These systems have become an integral part of
modern society and are being used in our day to day life,
from home appliances to nuclear reactors, from automobiles
to satellite navigation. As organizations are spending sig-
nificant resources in software development, software project
management is very vital for the success of this organiza-
tion. With the rapid increase in size and complexity of
software, the need for better prediction is becoming more
and more important. Today, there are many techniques
and tools available for effective project management. Tech-
niques like constructive cost model (COCOMO)[1,2] have
been created to estimate the project cost parameters be-
fore the development of the software. Capability matu-
rity models (CMM) or capability maturity model integra-
tion (CMMI)[3,4] discusses in detail about software project
management and the need for the usage of historical data
for predicting the project parameters. The project man-
agement body of knowledge[5] gives better understanding
on managing a project more efficiently. A detailed soft-
ware metrics helps in day to day management of software
projects[6]. In a recent study, an attempt was made to
predict the software output metrics with the use of neu-
ral networks using historical data and the current project
data[7]. However, no approach has proven to be successful
in predicting the software output metrics consistently and
effectively.

While predicting the software output metrics, one has
to consider the environmental parameters like the maturity
of the group that develops the software. Without consid-
ering this aspect, the prediction may become less accurate.
There exists a model that takes the historical data and rates
different groups accordingly[8].

A fuzzy logic approach is proposed to overcome the lim-

Manuscript received December 26, 2006; revised April 8, 2007
*Corresponding author. E-mail address: anil.r@iitb.ac.in

itations of the current model. Fuzzy logic uses the expert
knowledge into the fuzzy rules directly. The exciting pa-
rameters used in the current model[8] are used with modifi-
cations and the rules for setting the limits are defined. The
resultant model can be interpreted easily and is generalised
so that decision process is very crisp.

The paper is organized as follows. Section 2 introduces
the concept of fuzzy logic. Section 3 talks about the prob-
lem overview. Section 4 discuses the parameters used
for the model and the method of calculations. Section 5
presents the proposed model using fuzzy systems. Section
6 discuses the application of the proposed model on indus-
trial data and Section 7 concludes the paper along with
future work.

2 Fuzzy logic

Fuzzy logic has being used in many important investiga-
tions since its invention by Zadeh[9,10] in 1965. The fuzzy
logic concept provides a natural way of dealing with prob-
lems where absence of crisply defined criteria is the main
source for impreciseness. In fuzzy approach, linguistic un-
certainties control the concerned phenomena in the system.
A typical fuzzy system consists of a fuzzifier, fuzzy engine
and a defuzzifier. The Mamdani method is the most com-
monly used fuzzy interference engine due to the simplic-
ity associated with it, even though there exists many other
approaches[11,12]. The internal structure of the fuzzy en-
gines are determined by a sequence of fuzzy interface rules.
A typical fuzzy system consists of four steps. In the first
step, an input value is translated into linguistic terms with
the usage of the membership functions. The membership
function decides how much a given numerical input fits into
the linguistic terms, which are under consideration. In the
second step, fuzzy rules are evolved by considering the dif-
ferent permissible combinations of input and output mem-
bership functions. The rules are defined with the use of
experts′ knowledge in the field under consideration. In the
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third step, the derived rules are applied to the membership
functions and the aggregation of the outputs of all the rules
takes place. This step is performed by the fuzzy interference
engine which maps the input membership function and the
output membership function using the defined fuzzy rules.
The final step is converting the resulting fuzzy output into
a crisp number which is called defuzzification.

3 Problem overview

Organizations are spending a lot of time and money in de-
veloping metrics and collecting metrics data of the projects
they undertake. Metrics gives a very good overview about
the status of the projects and the projects can be tracked
very effectively. Most of these organizations have a very
good database about past projects. Some of the data are
being used for effort estimation and prediction. Most of the
organizations, especially, CMM/CMMI level 4 or 5 organi-
zations, publish the baseline on a periodic basis and take
actions to improve the baseline figures. However, most of
the time, the usage of the historical data is limited only
to this. Some organizations use the metrics data to ar-
rive at the performance of the various project groups. This
helps the organizations to track the groups quantitatively.
It has been observed that the data used for arriving at the
performance are often linguistic in nature[13,14]. Even the
quantitative data are being converted into linguistic data
and are being used for arriving at the performance values.

A rating exists which uses the historical data to rate dif-
ferent groups within the organization[8]. The traditional
rating is based on five parameters. The steps for arriving
at the traditional rating are as follows.

Step 1. Obtain the baseline mean and standard deviation
value from the historical data.

Step 2. Calculate the range from baseline mean and stan-
dard deviation. Split range into defined intervals based
on expert opinion and give rating as 0, 3, 6, 9 based
on the importance of the values.

Step 3. Calculate the rating for each project for each of
the parameters mentioned and calculate the average
for each of the parameter for the entire group.

Step 4. Calculate the business unit (BU) rating using the
equation,

BU rating =

P
Average rating obtained

Ratingmax ·Number of parameters
%.

In this case, the maximum attainable rating 9 ·5 = 45.
The output rating is translated into final rating of A,
B or C.

However, the main limitations discovered in this model
are

1) Relationship between software input metrics and out-
put metrics are of nonlinear complex nature.

2) Simultaneous application of the numerical data both
from software projects and the knowledge of experts is
difficult in this model.

3) Software measurements are imprecise and uncertain
due to cognitive nature.

4 Parameters under consideration

Considering the above limitations, there is a need for ar-
riving at a revised model which will help the organizations
to evaluate various project groups under them. Five major
parameters from the existing and closed projects are con-
sidered for the proposed model. These parameters are the
same as that of the traditional model. They are introduced
as follows.

4.1 Schedule variance (SV)

SV is percentage of variance of the actual duration
for an activity to the planned duration. It is a measure
of variation in meeting the software project′s planned
deadline date. It can be calculated using the formula

SV =
(δactual − δplanned)

δplanned
· 100%

where δ is the duration.
Improved project management and control lead to reduc-

tion in SV.

4.2 Effort variance (EV)

EV is the percentage variance of the actual effort with
respect to the planned effort. It is a measure of how
effectively the estimation and planning was conducted for
a software project. It can be calculated using the formula

EV =
(εactual − εplanned)

εplanned
· 100%

where ε is the effort.
Reduction in EV value is achieved by continuously im-

proving project estimation and planning practices.

4.3 Customer satisfaction index (CSI)

There is a strong relationship between customer satis-
faction and customer retention. Customer′s perception of
quality and service of software product delivered will deter-
mine the success of the organization in the market. A clear
understanding of customers′ perceptions helps the software
organizations to determine the actions required to meet
the customers′ needs. Customer satisfaction measurement
helps to focus more on customer outcomes and stimulate ac-
tions for improvements in the work practices and processes
used within the organization. They can identify their own
strengths and weaknesses, where they stand in comparison
to their competitors, chart out path for future progress and
improvement.
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CSI represents the overall satisfaction level of that
customer as a number in a scale of 1 to 5, where 1 is the
minimum and 5 is the maximum. Sixteen questions in
the area of project execution, quality of the service and
the communication with the customer are given to the
customer to rate. The linguistic terms for rating “not
applicable”, “dissatisfied”, “satisfied partially”, “satisfied
completely”, and “delighted” are given a rating of 1 to 5,
respectively. Each question is assigned with a weight. CSI
is calculated using the formula

CSI =

0
BB@

nP
i=1

Si

nP
i=1

Smax

1
CCA · 5

here

Si =

(
0 , ri = 1

wiri , ri = 2, 3, 4, 5

and

Smax =

(
0 , ri = 1

wi · 5 , ri = 2, 3, 4, 5

where wi is the weight associated with question i, ri is the
rating of question i, and n is the number of questions.

4.4 Process compliance index (PCI)

Most of the organizations have developed a well defined
process for the project execution. However, even if an or-
ganization defines the best available processes, it will not
yield any result unless the same is being followed in the
organization with its right spirit. PCI is the quantitative
representation of the process being executed as the stan-
dards defined within the organization. This is calculated
by providing ratings for the compliance of each activities.

PCI can be calculated using the formula

PCI =

0
BB@

mP
j=1

Φj

mP
j=1

Φmax

1
CCA · 100%

here

Φj =

(
Ψjρj , ρj = 0, 0.5, 1

0 , otherwise

and

Φmax =

(
Ψj , ρj = 0, 0.5, 1

0 , otherwise

where Ψj is the weight associated with activity j, ρj is the
rating of activity j, and m is the total number of activities.

4.5 Defect rating (DR)

Defect density (DD) and residual defect density (RDD)
are the two important defect metrics that shows the qual-
ity of the projects of an organization. DD is the measure of
defects per unit size of the software entity being measured.
A low value of DD is better; however, the same needs to be
investigated, since ineffective review and testing also leads
to low DD. DD can be correlated with the technical knowl-
edge of the organization, the project management practices
and processes followed by the project team and on the com-
petency of the people. Hence, historical information about
the DD of projects will always help the organization to de-
cide the duration of review and testing and stoppage rules
of testing.

RDD is the measure of the unresolved defects after re-
lease of the software entity per unit size. This number in-
dicates the number of defects passed on to the customers.
RDD plays a crucial role in the customer satisfaction since it
directly affects the customer. Whereas DD plays an impor-
tant role in the quality of the in-house development. Even
though the defects found out during the review and testing
are resolved before shipping, it takes a significant effort and
time from the project. This will directly affect the profit of
the organization.

Considering these factors, DD and RDD are to be treated
in pair. A low DD and low RDD is the best. When RDD
is more and DD is less, it implies an ineffective in-house
testing and review. A new parameter called DR is devel-
oped using the different combinations DD and RDD. This
will help the organization to know the health of the project.
It also avoids the problem of comparing projects in differ-
ent technologies since DD and RDD are correlated to the
technology.

A fuzzy logic model was created for DR. The inputs taken
are DD and RDD. The membership functions for both DD
and RDD are decided using the expert opinion and the his-
torical baseline metrics. Trapezoidal membership functions
are considered for both DD and RDD. The membership
functions of DD are “excellent”, “very good”, “good”, and
“poor”. The elements of the fuzzy sets are determined using
the historical baseline mean and the control limits. Table
1 illustrates the formulae used to find out the membership
values of DD and RDD.

Table 1 Membership values for density

(a) Defect density

Membership function Membership values

Excellent 0, µ− 9σ

2
, µ− 7σ

2
, µ− 5σ

2

Very good µ− 7σ

2
, µ− 5σ

2
, µ− 3σ

2
, µ− σ

2

Good µ− 3σ

2
, µ− v

σ

2
, µ +

σ

2
, µ +

3σ

2

Poor µ, µ + σ, µ + 2σ,∞
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(b) Residual defect density

Membership function Membership values

Very good 0, 0, µ− 3σ

2
, µ− σ

Good µ− 3σ

2
, µ− σ, µ +

3σ

4
, µ +

5σ

4

Poor µ +
3σ

4
, µ + σ, µ +

13σ

4
, µ +

15σ

4

Very poor µ + 3σ, µ +
7σ

2
, µ +

9σ

2
,∞

The output elements are selected as rating “A”, “B”,
“C”, and “D”, where “A” is the best rating and “D” is the
worst rating. Sixteen different rules were cerated based on
the input-output combination and fed to the fuzzy engine.
Some of the example rules are shown below.

• Rule 5 : if (DD is very good) and (RDD is very good)
then (DR is A).

• Rule 10 : if (DD is poor) and (RDD is good) then
(DR is D).

• Rule 14 : if (DD is good) and (RDD is good) then
(DR is C).

The Mamdani method is used as the fuzzy interference
engine. Defuzzified crisp output is taken as the input to the
group maturity rating (GMR). The rules are created using
the fuzzy system editor contained in the fuzzy logic toolbox
of Matlab 7.0. The control surface of DR based on fuzzy
rules is illustrated in Fig. 1.

Fig. 1 Control surface for DR fuzzy logic application

The fuzzy inference diagram shown in Fig. 2 displays all
parts of the fuzzy inference process from inputs to outputs.
Each row of plots corresponds to one rule, and each column
of plots corresponds to either an input variable or an output
variable. One can use the fuzzy inference diagram to change
the inputs and to find out the corresponding outputs.

Fig. 2 Fuzzy inference diagram for DR

5 Group maturity rating (GMR)

As mentioned earlier, historical information about the
projects under a group is available with the organization.
Input parameters mentioned in Section 4 are used for cre-
ating the GMR model. Fuzzy approach is selected since
the parameters are either linguistic in nature or they are
fuzzy in nature. In the proposed model, the fuzzy input
sets are SV, EV, PCI, CSI, and DR, whereas, the output
parameter of the fuzzy system is GMR which is defined
as the rating given to each project group in the organiza-
tion based on its past performance. The mapping of input
of the fuzzy system into appropriate membership functions
for SV, EV, PCI, CSI and DR is illustrated in Fig. 3. The
membership functions of SV are “very low”, “low”, “appro-
priate”, “high”, “very high”, and “extremely high”. The
membership functions of other input parameters are as fol-
lows, EV {“low”,“appropriate”, “high”, “very high”, “ex-
tremely high”}, PCI {“very poor”, “poor”, “good”, “very
good”}, CSI {“dissatisfied completely”, “dissatisfied par-
tially”, “satisfied”, “delighted”}, and DR {“poor”, “good”,
“very good”, “excellent”}.

Fig. 3 Fuzzy inference diagram for GMR
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Weighted mean and specification limits from the baseline
of the historical data is considered for arriving at the mem-
bership values of the SV and EV. Using the mean and spec-
ification limits, the different membership values are defined
with the help of experts in the given field. While defining
the membership values, the practical issues are also consid-
ered. For example, even if the mean EV is far from zero, we
have to give a good rating for those projects whose variance
is near to zero. Table 2 illustrates the formulae used to find
out the membership values of SV and EV.

Table 2 Membership values for variance

(a) Schedule variance

Membership function Membership values

Very low −∞, µ− 3σ, µ− 3σ

2

Low µ− 13σ

4
, µ− 11σ

4
, µ− 2σ, µ− 3σ

2

Appropriate µ− 2σ, µ− 3σ

2
, µ +

σ

3
, µ + σ

High µ +
σ

3
, µ + σ, µ +

3σ

2
, µ +

9σ

4

Very high µ +
3σ

2
, µ +

9σ

4
, µ +

5σ

2
, µ +

7σ

2

Extremely high µ +
5σ

2
, µ +

7σ

2
,∞

(b) Effort variance

Membership function Membership values

Low −∞, µ− 5σ, µ− 4σ, µ− 2σ

Appropriate µ− 4σ, µ− 2σ, µ− 5σ

4
, µ− 3σ

4

High µ− 5σ

4
, µ− 3σ

4
, µ +

3σ

4
, µ +

5σ

4

Very high µ +
3σ

4
, µ +

5σ

4
, µ +

5σ

2
, µ +

7σ

2

Extremely high µ + 3σ, µ + 4σ,∞

The input variable DR is output of the fuzzy system men-
tioned in Section 4. For CSI and PCI, the membership
values are also defined.

The output for the fuzzy system is linguistic variable
GMR and is defined as {“A”, “B”, “C”}. Based on the
input-output combinations, 1920 rules are created using the
fuzzy system editor contained in the fuzzy logic toolbox of
Matlab. These rules are fed to the fuzzy engine. Some of
the major rules are given below.

• Rule 1904 : if (SV is appropriate) and (EV is appro-
priate) and (PCI is good) and (CSI is delighted) and
(DR is excellent), then (GMR is A).

• Rule 1206 : if (SV is low) and (EV is high) and (PCI
is very good) and (CSI is dissatisfied partially) and
(DR is good), then (GMR is C).

• Rule 875 : if (SV is very high) and (EV is high) and

(PCI is good) and (CSI is satisfied) and (DR is very
good), then (GMR is B).

The fuzzy interface diagram in Fig. 3 illustrates the
input and output of the GMR model. By changing the
input, we can find out the corresponding output. Using
the organization′s historical data the maturity rating of
the different groups can be obtained. This will be a single
measurement unit for the organization to assess different
groups since most of the groups will be working on different
domains, different technology and on different type of
projects, and it will be difficult to compare them without
a single measurement unit.

6 Case study

To validate the model of GMR, a case study was
employed with the data from six different groups from a
typical software organization. The data set consists of data
from 140 projects in the recent year, which are filtered
from a larger set of data to get a range output. To arrive
at best results we need to remove the outliers, which are
the abnormal project data with large noise. The project
data is pre-processed and 5 projects are removed from
the original database. The database is divided into three
based on the period of execution of these projects. The
parameter DR was calculated separately using the fuzzy
logic model defined in Section 4. The crisp output arrived
from the DR model is fed as input to the group maturity
model.

6.1 Evaluation criteria

The criteria, magnitude of relative error (MRE), is
employed to assess and compare the performance of the
model with respect to the existing model. It can be defined
as

MRE =
|Excisting rating −Group maturity rating|

Excisting rating
.

The value of MRE is calculated for each group i whose
rating is to be determined.

To find out the mean error of the model, mean mag-
nitude of the relative error (MMRE) is also determined,
which can be calculated as

MMRE =
1

N

NX
i=1

MREi.

The results of the evaluation is shown in Table 3. The
MMRE for the entire data set consisting of the data from
all three quarters is 15.04%. Considering the vagueness and
uncertain data and linguistic parameters, this error is well
within the acceptable limit.
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Table 3 Comparison of models

(a) Quarter 1

Group Traditional rating GMR MRE (%)

Group 1 66.67 52.79 20.82

Group 2 66.67 70.00 5.00

Group 3 46.67 32.83 29.65

Group 4 40.00 32.34 19.14

Group 5 66.67 70.00 5.00

Group 6 53.33 46.33 13.13

(b) Quarter 2

Group Traditional rating GMR MRE (%)

Group 1 60.00 43.02 28.30

Group 2 60.00 70.00 16.67

Group 3 33.33 31.63 5.10

Group 4 46.67 41.90 10.22

Group 5 66.67 53.05 20.43

Group 6 46.67 44.95 3.67

(c) Quarter 3

Group Traditional rating GMR MRE (%)

Group 1 80.00 71.95 10.06

Group 2 60.00 70.00 16.67

Group 3 40.00 50.00 25.00

Group 4 60.00 55.96 6.74

Group 5 53.33 44.90 15.82

Group 6 26.67 31.82 19.31

7 Conclusions

In this paper, a model is developed to compare the dif-
ferent groups within the organization using fuzzy logic ap-
proach. Since the parameters used for arriving at the model
are either linguistic or data is uncertain or vague, fuzzy logic
approach is considered as the best approach over the tradi-
tional approach.

From the results, it has been observed that the MMRE
of the proposed model is 15.04% compared with the tra-
ditional model. This is within the acceptable limits while
considering the vagueness and imprecise nature of the data
and the presence of linguistic parameters. The GMR model
can be used to compare the different groups within the or-

ganization without the barriers like projects with technolog-
ical and/or life-cycle differences. The GMR model can also
be used to compare the groups with respect to the imple-
mentation of process models such as CMM/CMMI and ISO
9001:2000. GMR can also be used as one of the parameters
for the prediction of software projects.

This paper offers some instances based on the research
into the aspect of using historical data for predicting
various parameters of the software project throughout the
development life cycle. GMR will be used as one of the
environmental parameters apart from the project metrics
for better prediction using fuzzy-neuro approach. GMR
can be used by the organizations to evaluate the maturity
of the different groups within it so as to concentrate on
and improve the weaker groups.
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